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K.OKUBO: CONNECTION PROBLEMS FOR EQUATIONS OF FUCHSIAN CLASS AND FOR THEIR
LAPLACE ADJOINT.

Differential Equations:
(1)  Llyl=t(dy/dt)+(A+tB)y = O
(2) M[ x]=(t-B)dx/dt-(A-I)x = O
(3) N{z]=(t-B)dz/dt-Az = O
Assumptions. x,y,z n-vectors: A,B n by n matrices,
(A-1) B=diag(Ay,Ap,....,A,) Ap=ho=...=A,, otherwise 'Aj-Ak¥>lAk'>O .
(4-2) A<(a: ). The initial block A'=(a. 1<¢j,k<p is diagonal matrix.
’ ’ - -
(A-3) All the diagonal slements a,,(k=1,2,...,n) are non-integral.
g Kkl L ’ g
(A-4) The eigenvalues p,,Po,....,P, Of the matrix A; det(p.;I-A)=0 satisfy:
S 1272 *Fn 4 J
pj—-pk =£ 0 (mod.l)
except for one set of q eigenvalues, But the system (1) at t=0, the systems
(2.),(3) at t= = have no logarithmic solution.
(A-5) All the quantities P58y (j,k=1,2,....,n) are non-integral.

(A-6) At least one of pj‘s is zero, (Just for the sake of simplicity).

Theorem 1, The systeﬁ (3) has an independent set of solutions:

o0
,xk(t) = 2 gk(m)(t-}‘k)akkfm (k=1,2,'~'!n)'
m=0

and we have:

n
aj
det(z(t),2(t), v ey2 (8)) = TT [(t-N) KT (o 1)/ T (pyt1)]
k=1
in a simply connected compact domain containing the origin t=0,

~ Theorem 2. The monodromy group of the systsm (3) with respect to the above set
. of.solutions is a frse group generated from:

-1,
M1=T1 dlag[el,ez,..,ep,
in the p by n-p block at the upper right cornsr.

1,....,1]T; ,T;-I contains non-zero elements

-1
Mj = Tj diag(1,... ,ej,...,l)Tj , Tj—I contains non-zero elements
only for j-th row vector whose j-th element is zero.

The group is complstely determined if

‘p(p-1) = (n-q-1) (2-n-q) 1<p,q<n-1.



81

Theorem 3. The system (3) has a constant vector solution z(t)=g, which is the
eigenvector for the matrix A corresponding to the eigenvalue 0. In case, we can
determine the group completely, we can write down g as a linear combination of
the solutions zl(y),...,zn(t). The coefficient of this linear combination is the
eigenvectorJﬁg;,the.gigenvalue exp(2ni)=1 of the matrix Mj.....M; and explicitly

computable up to a constant multiplier,

By the Laplace transform

(4) y(t)=}f exp(-to)x(o)do
C
of a solution x(0) of (2), we have:

Llyl= [exp(—to)(o—B)x(o)]C + )(exp(—tO)Mc[x(d)]dd
C

Theorem 4.Let x(t) be the éolution near t= 9 corresponding to the eigenvalue -1
of (A-I), then y(t) defined by (4) is the solution of the system (1) correspondin:

to the characteristic exponent O at t=0, when C is a cicle of sufficiently large

radius.

Theorem 5, Let xk(t) be the solution at t=Ay of the form:

x(£)= 3 By(m) (2-ny) HEE

m=0

( h (0)=€ )

Let us define y, (t) dy:
()
yk(t) f/( exp(—to)xk(d)dd.

(o}

Then we have: -1
Ly ] = (1-o)(-B)xy (o),  wylo)=(1ey)ay 'z (o).

n (Kk) -1
Theorem 6. y(t) =3 - exp(—to)(akk~1)(1-ek) Skxk(d)dé
k=1 o
n
( 2' Skzk(t) = g ).
k=1



