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0. Introduction

The metrical entropy is the quantity which was introduced by Kolmogorov and Sinai as an invariant for the isomorphism problem among Bernoulli shifts and was proved to be a complete invariant among them by Ornstein. It has been known that it is related to various branches of mathematics, one of which is the theory of differentiable dynamical systems. What is our main concern in the present report is the Ruelle-Pesin inequality between the metrical entropy and the Liapunov's characteristic exponent viewed from the large deviation theory.

The large deviation problem is one of current topics in probability theory and we shall illustrate what it is in Section 3. A large deviation problem for compact dynamical systems was formulated in [20,19] in connection with the variational principle for one-dimensional chaos. The formulation will be reproduced in Section 4. As our title suggests it, it turned out in [22] that a method of computation of large deviation rate functional is the asymptotic evaluation of small tubes, i.e., to estimate the logarithmic asymptotics for the long time of the measures of small tubes around orbits of dynamical systems. Such asymptotic evaluation also appeared for the metrical entropy as the local entropy theorem of Katok and Brin (cf. Section 1). Of course, Liapunov's characteristic exponent is, by its nature, the rate of logarithmic asymptotics of measures of such small tubes (cf. Section 2).
Thus our main object will be the asymptotics of measures of small tubes around orbits of compact dynamical systems and our goal of the present report is the following result:

**Theorem 0.** Let $X$ be a compact Riemannian manifold and a diffeomorphism $F$ of $X$. Take the Riemannian volume as the reference measure $m$ of the large deviation problem stated in Sect. 4. Then the lower rate functional $\varrho(\mu)$ satisfies the following estimate from below for every ergodic $F$-invariant measure $\mu$:

\begin{equation}
\varrho(\mu) \geq h_\mu(F) - \chi_\mu^+,
\end{equation}

where $h_\mu(F)$ is the metrical entropy of the system $(X,F,\mu)$ and $\chi_\mu^+$ denotes the sum of positive characteristic exponents.

The proof of Theorem 0 will be given in the last section.

As a corollary we can obtain the following

**Pesin-Ruelle inequality:** For every $F$-invariant probability Borel measure $\mu$ there holds the inequality

\begin{equation}
h_\mu(F) \leq \chi_\mu^+.
\end{equation}

In fact, (0.2) follows from the inequality $\varrho(\mu)\leq 0$, which is trivial since $\varrho$ is defined as the logarithmic asymptotics of probability. The gap between "every $F$-invariant" and "every ergodic $F$-invariant" in (0.1) and (0.2) is filled by the Krein-Milman-Bishop theorem on the integration representation over extremal points (cf. [16]). Indeed, the ergodic measures are the extremal points among $F$-invariants measures, $\mu(F)$ is a convex function of $\mu$ and $\chi_\mu^+$ is an affine function of $\mu$.

The title of the sections are as follows:
1. Local entropy and Shannon-McMillan theorem
2. Characteristic exponents and Pesin-Ruelle inequality
3. What is the large deviation?
4. Large deviation for compact dynamical systems
5. Proofs: Hamming distance, Fano's lemma and Katok's lemma
1. Local entropy and Shannon-McMillan theorem

Let \((X,d)\) be a compact metric space and \(F:X\to X\) a continuous transformation (or \(F=(F^t)_{t\geq 0}\) a jointly continuous semiflow). For given positive \(T,\delta\) and \(x\in X\), put

\[(1.1) \quad B_T(x,\delta) = \{ y\in X; d(F^t y, F^t x) \leq \delta, t\in [0,T) \}\]

and let us consider asymptotic behaviours of measures of "small tubes" \(B_T(x,\delta)\). The first one is the local entropy theorem.

**Theorem 1.** (A. Katok [8] (ergodic case); M. Brin-A. Katok [3]) For an \(F\)-invariant probability Borel measure \(\mu\) on \(X\) put

\[(1.2) \quad h_\mu(x) := \lim_{\delta \to 0} \limsup_{T \to \infty} -\frac{1}{T} \log \mu(B_T(x,\delta)) \quad \text{and} \]

\[(1.3) \quad h_\mu(x) := \lim_{\delta \to 0} \liminf_{T \to \infty} -\frac{1}{T} \log \mu(B_T(x,\delta)). \]

Then the following statements are true:

(i) \(h_\mu(x) = \overline{h}_\mu(x) := h^*_\mu(x)\) for \(\mu\)-almost every \(x\).

(ii) \(h_\mu(x)\) is \(F\)-invariant: \(h_\mu(Fx) = h_\mu(x)\) for \(\mu\)-almost every \(x\).

(iii) \(\int_X h_\mu(x) \mu(dx) = h_\mu(F)\)

(iv) In particular, if \(\mu\) is ergodic, \(h_\mu(x) = h_\mu(F)\) for \(\mu\)-almost every \(x\in X\).

Let us explain the notations used above. The quantity \(h_\mu(F)\) is the metrical entropy (or the Kolmogorov-Sinai entropy) of the measure preserving dynamical system \((X,F,\mu)\). Namely,

\[(1.4) \quad h_\mu(F) = \sup \{ h_\mu(F;\alpha); \alpha \text{ is a finite Borel partition of } X \}\]

\[(1.5) \quad h_\mu(F;\alpha) = \lim_{n \to \infty} \int_X -\frac{1}{n} \log \mu(\alpha_n(x)) \mu(dx)\]

where we denote by \(\alpha_n(x)\) the cell of the refinement \(\alpha_n\) of the partitions \(\alpha, F^{-1}\alpha, \ldots, F^{-(n-1)}\alpha\) to which \(x\) belongs:

\[\alpha_n(x) = \alpha(x) \cap F^{-1}\alpha(Fx) \cap \cdots \cap F^{-(n-1)}\alpha(F^{n-1}x).\]

Of course, the almost everywhere version of (1.5) is the well-known fundamental theorem of information theory.
Theorem 2. (Shannon-McMillan-Breiman) Let \( \mu \) be \( F \)-invariant. Then,

(i) \( I_\mu(x) := \lim_{n \to \infty} - \frac{1}{n} \log \mu(\alpha_n(x)) \) exists for \( \mu \)-almost every \( x \).

(ii) \( I_\mu(Fx) = I_\mu(x) \) for \( \mu \)-almost every \( x \).

(iii) \( \int_X I_\mu(x) \mu(dx) = h_\mu(F) \).

(iv) In particular, if \( \mu \) is ergodic, then, \( I_\mu(x) = h_\mu(F) \) \( \mu \)-a.e. \( x \).

As we have said that it is the almost everywhere version, Theorem 2 is proved from (1.5) by Birkhoff's individual ergodic theorem using Lebesgue's dominated convergence theorem. (Cf., e.g., [24] or [4].) The proof of Theorem 1 is finally reduced to Theorem 2. We shall give a short proof of Theorem 1 in the last section, which is based on a Katok's original idea and a large deviation result.

2. Characteristic exponent and the Pesin-Ruelle inequality

The following theorem is a version of Oseledec's multiplicative ergodic theorem. Let us say that a property holds for universally almost every \( x \) (abr., u.a.e.\(x\)) if it is true for \( \mu \)-almost every \( x \) whenever \( \mu \) is an invariant probability Borel measure.

Theorem 3. Let \( X \) be a compact Riemannian manifold and \( d \) the Riemannian distance. Denote the Riemannian volume measure by \( \text{vol} \).

For \( x \in X \) let us denote

\[
\overline{\chi}^+(x) = \lim_{\delta \to 0} \limsup_{T \to \infty} - \frac{1}{T} \log \text{vol}(B_T(x, \delta)),
\]

\[
\underline{\chi}^+(x) = \lim_{\delta \to 0} \liminf_{T \to \infty} - \frac{1}{T} \log \text{vol}(B_T(x, \delta)).
\]

Then the following statements are true:

(i) The equality \( \overline{\chi}^+(x) = \underline{\chi}^+(x) \) holds for u.a.e.\( x \in X \).

Let us denote the common value by \( \chi^+(x) \).

(ii) \( \chi^+(Fx) = \chi^+(x) \) for u.a.e. \( x \in X \).

(iii) \( \chi^+(x) \) is the sum of all positive Liapunov exponents
(taking into account of the multiplicities).

(iv) In particular, if \( \mu \) is an ergodic \( F \)-invariant measure, then, \( \chi_\mu^+(x) \) is constant \( \mu \)-a.e. \( x \). We shall denote the constant by \( \chi_\mu^+(F) \).

As is stated in Introduction, we shall call the following inequality between the quantity \( \chi_\mu^+(F) \) and the metrical entropy \( h_\mu(F) \) the Pesin-Ruelle inequality.

**Theorem 4.** For every \( F \)-invariant probability Borel measure \( \mu \) there holds the inequality:

\[
(2.1) \quad h_\mu(F) \leq \chi_\mu^+(F).
\]

This inequality or the equality was obtained in particular cases by many people, for instance, for \( \beta \)-transformation the equality was obtained in [7]. But Pesin is the first who discussed it for general hyperbolic systems and D.Ruelle generalized it. In the recent text book [10], Mane calls the equality holding for absolutely continuous measures \( \mu \) the Pesin equality and the general inequality the Ruelle inequality.

In [1] (cf. the references therein and in [14]) we can find a survey on some results concerning the relationship between the metrical entropy and the curvatures which are obtained from Pesin's equality. It may be regarded as a good example of the application of Theorem 1 and Theorem 3 or of the method of asymptotic evaluation of small tubes.

Let \( M \) be a compact manifold of negative curvature, \( F=(F_t) \) the geodesic flow and \( \mu \) the Lebesgue measure on the bundle \( SM \) of unit tangent vectors. Pesin showed from his equality that the metrical entropy \( h_\mu(F) \) satisfies the following equality:

\[
(2.2) \quad h_\mu(F) = \int_{SM} \text{tr} \, U(v) \, \mu(\text{dv})
\]

where \( U(v) \) denotes the second fundamental form at \( v \) of the horosphere determined by \( v \). (His proof may be interpreted as a computa-
tion based upon the local entropy theorem.) Using (2.2), Freire and Mane obtained the inequality:

\[ h_\mu (F) \leq (n-1)^{1/2} \left( \int_{SM} - \text{Ric}(v)\mu(\text{d}v) \right)^{1/2} \]

where \( n = \text{dim } M \) and \( \text{Ric}(v) \) stands for the Ricci curvature at \( v \). Also Osserman and Sarnak obtained the following inequality:

\[ h_\mu (F) \geq \int_{SM} \text{tr}(\sqrt{Q(v)})\mu(\text{d}v) \]

where \( Q(v)X = - \text{R}(X,v)\text{v} \) and \( \text{R} \) is the curvature tensor of \( M \).

If we consider flows defined by a differential equation, the logarithmic asymptotics is governed by its variational equation. In particular, if we are concerned with a geodesic flow \( (F^t) \), it is described by the Jacobi fields. The Jacobi equation along geodesic \( \gamma \) is of the form

\[ \frac{D^2X}{dt^2} + \text{R}(\dot{\gamma}(t),X)\dot{\gamma}(t) = 0, \]

where \( \frac{D}{dt} \) denotes the covariant derivative along \( \gamma \). Note that \( \text{Ric}(v) \) is equal to the trace of the map \( X \mapsto -Q(v)X = \text{R}(v,X)v \). Now take a basis \( Y_1, \ldots, Y_n \) parallel to the geodesic \( \gamma \) with \( Y_n = \dot{\gamma} \) and put \( X = \sum_{i=1}^{n-1} x_i Y_i \). Then, for \( x = (x_i)_{1 \leq i \leq n-1} \), the equation (2.3) takes the form

\[ \frac{d^2x}{dt^2} = A(t)x \]

where \( A(t) = (a_{ij}(t))_{1 \leq i, j \leq n-1} \) is the matrix representation of \( Q(F^tv) \). Therefore, trace \( A(t) = -\text{Ric}(\dot{\gamma}(t)) \) and \( A(t) \) is a positive definite matrix since the sectional curvature of \( M \) is assumed to be negative. Thus, all the problems of asymptotic evaluation of the \( \mu \)-measure of small tubes are reduced to the study of the second order linear equation (2.6) and, necessarily, of the Riccati equation associated with it: the stable and the unstable subspaces of the tangent space \( TSM \) are characterized by the special solutions called limiting solutions, etc.
3. What is the large deviation?

Let us illustrate the large deviation problem in the case of coin-tossing. The large deviation problem is an old problem in probability theory (cf. Cramer[5]) but its current aspect was introduced by M.D.Donsker and R.S.Varadhan [6]. The probability theory is a branch of mathematics whose main objects are statistical laws. The most basic one is the law of large numbers. Let $X_n$, $n \geq 1$, be a trial of coin-tossing with $\Pr(X_n = 1) = p$ and $\Pr(X_n = 0) = 1 - p$ ($0 < p < 1$). Here we identify the head with 1 and the tail with 0. Then the law of large numbers takes the form

$$\lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^{n} X_i = E[X_n] = p \quad \text{w.p.1.} \tag{3.1a}$$

where w.p.1 stands for "with probability one". In a higher level, denoting the Dirac measure at a point $x$ by $\delta_x$ ($\delta_x(A) = 1$ or 0 according as $x$ belongs to $A$ or does not), we have the following law of large numbers

$$\lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^{n} \delta_{X_i} = \delta_p \quad \text{w.p.1,} \tag{3.2a}$$

where we consider the weak topology on the measure space.

Furthermore we can go up to the space of infinite sequences $\{0,1\}^\mathbb{N}$ to obtain Birkhoff's individual ergodic theorem

$$\lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^{n} \delta(X_i, X_{i+1}, \cdots) = m \quad \text{w.p.1,} \tag{3.3a}$$

where $m$ is the law of the coin-tossing $X_n$, i.e., $m$ is the direct product measure of infinite copies of the probability measure $p, 1 - p$ on $\{0,1\}$.

The second law is called the central limit theorem in probability theory concerning small fluctuations around the mean or the small deviation from the law of large numbers. For coin-tossing it takes the form
\begin{equation}
\lim_{n \to \infty} \Pr\left\{ \sqrt{n} \left[ \frac{1}{n} (X_1 + X_2 + \cdots + X_n) - p \right] \in [a, b] \right\} = \int_a^b \frac{e^{-x^2/\sigma^2}}{\sqrt{2\pi\sigma}} \, dx
\end{equation}

where \( \sigma^2 \) is the covariance \( \text{E}[(X_n - \text{E}[X_n])^2] = p(1-p) \).

The third one is the problem of the large deviation from the law of large numbers. Here we mean \( O(1) \) by "large" while we called \( O(1/\sqrt{n}) \) "small" in (3.1a). Let us consider the following probability for an interval \( I \)

\[ \Pr\left\{ \frac{1}{n} (X_1 + \cdots + X_n) \in I \right\}. \]

If the interval \( I \) does not contain the mean \( p \), it must vanish as \( n \) goes to infinity. So we want to discuss the rate of its decay. Now using Stirling's formula it is immediate to see

\begin{equation}
\Pr\left\{ \frac{1}{n} (X_1 + \cdots + X_n) \in I \right\} = \sum_{k \in I} \frac{n!}{k!(n-k)!} p^k (1-p)^{n-k} \left( \frac{n}{2\pi k(n-k)} \right)^{1/2} \exp \left\{ - \frac{k}{n} - \frac{k}{n} \right\} \left| p, 1-p \right|
\end{equation}

where

\[ H(q_1, \cdots, q_N | p_1, \cdots, p_N) = - \sum_{i=1}^N q_i \log(q_i/p_i) \]

is the quantity called the relative entropy of probability distribution \( (q_i) \) relative to \( (p_i) \). Note that this quantity \( H \) is always nonpositive and \( -H \) is the so-called relative information. Now taking the logarithm and the limit over \( n \) we obtain

\begin{equation}
\lim_{n \to \infty} \frac{1}{n} \log \Pr\left\{ \frac{1}{n} (X_1 + \cdots + X_n) \in I \right\} = \max_{x \in I} H(x, 1-x | p, 1-p).
\end{equation}

If we mount up to the sequence space, we cannot expect the equality any more but we obtain the following two inequalities:

\begin{equation}
\limsup_{n \to \infty} \frac{1}{n} \log \Pr\left\{ \frac{1}{n} \sum_{i=1}^n \delta(X_i, X_{i+1}, \cdots) \in C \right\} \leq \max_{\mu \in C} q(\mu)
\end{equation}

if \( C \) is a weakly closed subset,

\begin{equation}
\liminf_{n \to \infty} \frac{1}{n} \log \Pr\left\{ \frac{1}{n} \sum_{i=0}^n \delta(X_i, X_{i+1}, \cdots) \in G \right\} \geq \sup_{\mu \in G} q(\mu)
\end{equation}

if \( G \) is a weakly open subset.
where the functional $q(\mu)$ for a measure $\mu$ is given as follows. Let $F$ be the shift transformation on the sequence space: $(Fx)_i = x_{i+1}$ for $x = (x_i)$. Then,

$$ q(\mu) = \begin{cases} 
\mu(F) - \int_X U(x) \mu(dx) & \text{if } \mu \text{ is } F\text{-invariant} \\
+ \infty & \text{otherwise.} 
\end{cases} $$

with

$$ U(x) = \begin{cases} 
-\log p & \text{if } x_0 = 1 \\
-\log(1-p) & \text{if } x_0 = 0. 
\end{cases} $$

In particular, in case of the fair coin-tossing where $p = 1/2$ the rate functional $q(\mu)$ governing the long time asymptotics (3.3c) takes the following form for an $F$-invariant $\mu$:

$$ q(\mu) = \mu(F) - \log 2 (\leq 0). $$

It is the metrical entropy renormalized so that the maximum is 0.

4. Large deviation problem for dynamical system

The large deviation problem is formulated for compact dynamical systems in [20,19] as follows. Let us denote by $M(X)$ the totality of probability Borel measures on $X$ and we consider the weak topology on $M(X)$ as the dual space of the Banach space of all continuous functions on $X$ with supremum norm. First of all let us fix a probability Borel measure $m$ on $X$. For a subset $G$ of $M(X)$ put

$$ Q(G) = \limsup_{n \to \infty} \frac{1}{n} \log m\{ x \in \Omega; \frac{1}{n} \sum_{i=0}^{n-1} \delta_{F^i x} \in G \} $$

$$ Q(X) = \liminf_{n \to \infty} \frac{1}{n} \log m\{ x \in \Omega; \frac{1}{n} \sum_{i=0}^{n-1} \delta_{F^i x} \in G \}. $$

Then for $\mu \in M(X)$ let us define the functionals

$$ q(\mu) = \inf\{ Q(\mu); \text{ } G \text{ is open and } \mu \in G \}, $$

$$ q(\mu) = \inf\{ Q(\mu); \text{ } G \text{ is open and } \mu \in G \}. $$
The following result is proved in [20]:

**Theorem 5.** (i) The functionals \( q \) and \( g \) on \( M(X) \) are lower semi-continuous:

\[
\lim \sup q(\mu_q) \leq q(\mu) \quad \text{and} \quad \lim \sup g(\mu_q) \leq g(\mu) \quad \text{if} \quad \mu=\lim \mu_q.
\]

Also there hold the inequalities: \(-\infty \leq q(\mu) \leq g(\mu) \leq 0\).

(ii) \( Q(C) \geq \max\{ q(\mu); \mu \in C \} \) for closed \( C \).

(iii) \( Q(G) \geq \sup\{ q(\mu); \mu \in G \} \) for open \( G \).

Following [25] let us say that the **large deviation principle** holds for the triplet \((X,F,m)\) if there exists a functional \( q^* \), called the **rate functional**, on \( M(X) \) with the following two properties:

(a) If \( C \subseteq M(X) \) is closed, then, \( Q(C) \geq \max\{ q(\mu); \mu \in C \} \).

(b) If \( G \subseteq M(X) \) is open, then, \( Q(G) \geq \sup\{ q(\mu); \mu \in G \} \).

Then it follows from Theorem 5 that the necessary and sufficient condition for the large deviation principle for the triplet \((X,F,m)\) is the equality \( q=q^* \) and then the rate functional \( q^* \) is equal to \( q \) and \( g \).

**Example 1.** Let \( A \) be a finite alphabet set, \( X=A^N \), \( F \) the shift, \((Fx)_{i+1}=x_i \) for \( x=(x_i) \), and \( m \) be a Bernoulli measure. Thus \( m \) is the product measure of infinite copies of a probability measure \( \pi \) on \( A \). Then the large deviation principle holds and the rate functional \( q \) is given as follows for \( F \)-invariant \( \mu \):

\[
q(\mu) = h_\mu(F) - \int_X \mu(dx)\left[-\log \pi(x_0)\right].
\]

A similar result holds for a class of measures \( \mu \) including Markov measures. The proof is found in [20].

**Example 2.** Let \((X,F)\) be an Anosov diffeomorphism and take the Riemannian volume measure as the reference measure \( m \). Then the large deviation principle holds and the rate function \( q \) will take the following form for \( F \)-invariant \( \mu \):

\[
q(\mu) = h_\mu(F) - \int_X \mu(dx)\log \phi^u(x),
\]
where $\phi^u(x)$ is the expanding rate of the differential $dF$ on the unstable subspace $E^u$ of the tangent space $T_x X$ at $x$. It seems to the author that the proof is eventually done among the works of Pesin et al. but he does not know the correct references.

**Example 3** ([19]). Let $X$ be a bounded closed interval, $F$ a piecewise $C^2$-map of $X$ to itself and $m$ the Lebesgue measure. Assume that $\text{ess.inf } |F'|$ is positive. Then the large deviation principle holds and the rate functional for $F$-invariant $\mu$ is given as

$$ q(\mu) = \min\{ 0, h^u_\mu(F) - \int_X \mu(dx) \log |F'(x)| \}.$$  

Here note that if there is a strictly stable periodic orbit and $\mu$ is the uniform measure on it, then, $q(\mu)=0$ because $h^u_\mu(F)=0$ and the integral of the logarithm of the Jacobian, $\log |F'|$, is negative.

**Remark 1.** If the relation (4.3) or (4.4) holds, then the functional $q$ is affine:

$$ q(t\mu_1 + (1-t)\mu_2) = tq(\mu_1) + (1-t)q(\mu_2) \quad (0 < t < 1)$$

because the metrical entropy is $h^u_\mu(F)$ is affine if $F$ admits a generating partition. On the other hand, the relation (4.5) shows that $q$ is not affine if $F$ shows window phenomenon in the terminology of [YT's], namely, if $F$ has a stable periodic orbit together with a topological chaotic repeller. As Example 4 below suggests it strongly, the affine property of the rate functional $q$ appears to be closely related to the structural stability of the dynamical system $(X,F)$. At least the following statement ([20] pp458-460) is true:

If the non-wandering set $\Omega(F)$ is finite, then the affine property of $q$ is equivalent to the no-cycle condition on $(X,F)$. (Here we take the Riemannian volume measure as the reference measure $m$ on $X$.)

//
Example 4. Let \( X \) be an "eye-like" closed region of the plane with two saddles \( A \) and \( B \) at corners and one unstable focus \( O \) at the centre as in Fig.1 ([20]). There are several controllable parameters: the expanding and contracting rates at two foci, the approaching rate to the separatrices on the boundary, etc. It can be shown that the following two cases may happen:

(a) \( q(\mu) > q(\mu) \) for some \( \mu \).

(b) \( q(\mu) = q(\mu) \) for all \( \mu \) but the affine property fails.

Remark 2. The results in the present paragraph were obtained in the course of the study of the Gibbs type variational principle for one-dimensional chaos (cf. [12,18]). The Gibbs type variational principle for a compact dynamical system \((X,F)\) with reference measure \( m \) is stated as follows. For a continuous function \( \phi \) on the measure space \( M(X) \) put

\[
(4.7) \quad P(\phi) = \lim_{n \to \infty} \sup \frac{1}{n} \log \int_X m(dx) \exp\{-n\phi(\frac{1}{n} \sum_{i=0}^{n-1} \delta_{F^i x})\}.
\]

In particular, if \( \phi(u) = \phi_u(u) = \int_X U(x)u(dx) \) with \( U \in \mathcal{C}(X) \), then,

\[
(4.8) \quad P(\phi_u) = \lim_{n \to \infty} \sup \frac{1}{n} \log \int_X m(dx) \exp\{-\sum_{i=0}^{n-1} U(F^i x)\}.
\]

Furthermore, let us denote the Legendre transform of \( P(\phi_u) \) by \( P^\wedge \):\n
\[
(4.9) \quad P^\wedge(\mu) = \inf\{ P(\phi_u) + \phi_u(\mu) ; U \in \mathcal{C}(X) \}.
\]

Theorem 6.([20,18]) The following statements are true:

(i) \( -\infty \leq q(\mu) \leq q(\mu) \leq P^\wedge(\mu) \leq 0 \).

(ii) For every \( \phi \in \mathcal{C}(M(X)) \) the following variational principle of Gibbs type holds:

\[
P(\phi) = \max\{ q(\mu) - \phi(\mu) ; \mu \in M(X) \}.
\]

(iii) In particular,

\[
\max\{ q(\mu) ; \mu \in M(X) \} = 0.
\]
Remark 3. The following equality (the inverse Legendre transform theorem for convex functions on Banach spaces) is always true:
\[ P(\Phi) = \max\{ P^\psi(\mu) - \Phi(\mu) ; \mu \in M(X) \}. \]
(Cf. e.g., [17].)

5. Proofs: Hamming distance, Fano's lemma and Katok's lemma

First we shall prepare two lemmas and then proceed to the proofs of Theorem 0 and Theorem 1.

Let \( \alpha \) be a finite (alphabet) set. The Hamming distance between words (finite sequences) \( u=(a_0, \cdots, a_{n-1}) \) and \( v=(b_0, \cdots, b_{n-1}) \) of length \( n \) \( (a_i, b_i \in \alpha, \ 0 \leq i \leq n) \) is defined as

\[
D_n(u,v) = \frac{1}{n} \# \{ i ; a_i \neq b_i \} = \frac{1}{n} \sum_{i=0}^{n-1} 1[a_i \neq b_i].
\]

In what follows we shall define the Hamming distance between cells \( \alpha_n(x) \) of the partition \( \alpha_n \) by identifying the words \( (a_0, \cdots, a_{n-1}) \) and the intersections of \( a_0, F^{-1}a_1, \cdots, F^{-(n-1)}a_{n-1} \) where \( a_i \)'s are cells of a given finite partition \( \alpha \). For \( \varepsilon > 0 \) and \( x \in X \) let us denote the \( \varepsilon \)-neighbourhood of the cell \( \alpha_n(x) \) with respect to the Hamming distance \( D_n \) by \( \alpha_n^\varepsilon(x) \).

The following proposition is a version of Fano's lemma on the asymptotic error probability in information theory:

Lemma 1. Let \( \alpha \) be a finite measurable partition of \( X \) and \( \mu \) be an \( F \)-invariant probability Borel measure on \( X \). Then,

\[
\limsup_{n \to \infty} \frac{1}{n} \log \mu(\alpha_n(x)) \leq -I_{\mu}(x,\alpha) + J(\varepsilon,N) \quad \mu\text{-a.e.} x,
\]

where \( N = \# \alpha = \text{the number of cells of } \alpha \) and we set

\[
J(\varepsilon,N) = \max\{ 0, -\varepsilon \log \varepsilon -(1-\varepsilon) \log(1-\varepsilon) + \varepsilon \log(N-1) \}.
\]

Remark. The number of elements contained in the \( \varepsilon \)-neighbourhood of a word is independent of the choice of the word and is equal to
(5.4) \[ L_n(\epsilon,N) = \sum_{k \leq n} \frac{n!}{k!(n-k)!} (N-1)^k \] if \( a=N \).

The increasing rate of \( L_n(\epsilon,N) \) is the quantity \( J(\epsilon,N) \):

(5.5) \[ J(\epsilon,N) = \lim_{n \to \infty} \sup \frac{1}{n} \log L_n(\epsilon,N). \]

Remark to Remark. The relation (5.3) is a large deviation result. In fact, the quantity

\[ N^{-n} L_n(\epsilon,N) = \sum_{k \leq n} \frac{n!}{k!(n-k)!} (1/N)^{n-k}(1-1/N)^k \]

is equal to the probability \( \Pr\{ \frac{1}{n}(X_1 + \cdots + X_n) \leq \epsilon \} \) for the coin tossing with \( p=1-1/N \). Hence, using the results in Sect.3,

the RHS of (5.5) = \max_{0 \leq t \leq \epsilon} H(t,1-t|1-1/N,1/N) + \log N

= the RHS of (5.3).

Proof of Lemma 1. For given \( n, \epsilon \) and a real \( s \), set

\[ p_n(\epsilon,s) = \mu(\{ x \in X; \mu(\alpha_n^\epsilon(x)) \geq 2^{ns} \mu(\alpha_n(x)) \}) \]

Then, appealing to the Chebychev inequality, we obtain

\[ p_n(\epsilon,s) \leq (2^{ns})^{-1} \int_X \mu(dx) \frac{\mu(\alpha_n^\epsilon(x))}{\mu(\alpha_n(x))} 1[\mu(\alpha_n(x)) > 0] \]

\[ = 2^{-ns} \sum_{c \epsilon \alpha_n^\epsilon} \mu(c) \frac{1}{\mu(c)} \sum_{c' \epsilon D_n(c',c)^s} \mu(c') \]

\[ \leq 2^{-ns} L_n(\epsilon,N). \]

where * indicates the sum over such \( c \) that \( \mu(c)>0 \). Now if we take \( s>J(\epsilon,N) \), then, \( \sum p_n(\epsilon,s)<\infty \). Therefore the Borel-Cantelli lemma is applicable and we obtain for \( \mu-a.e.x \)

\[ \lim_{n \to \infty} \sup \frac{1}{n} \log \frac{\mu(\alpha_n^\epsilon(x))}{\mu(\alpha_n(x))} \leq s \quad \text{for} \quad s>J(\epsilon,N). \]
On the other hand, from Theorem 2 we know the existence of the limit
\[ I_\mu(x) = \lim_{n \to \infty} -\frac{1}{n} \log \mu(\alpha_n(x)). \]
Consequently, we obtain the assertion of Lemma 1.

Next let us state a trick due to A. Katok [8]. For a partition \( \alpha \) and a positive number \( \delta \) let us denote
\begin{align*}
\delta \alpha &= \text{the union of boundaries } \gamma_{c} \text{ of } c \in \alpha \\
\delta - \delta \alpha &= \text{the } \delta \text{-neighbourhood of } \delta \alpha \text{ in } X.
\end{align*}

Lemma 2. Let \( x \in X \). If
\[ \frac{1}{n} \sum_{i=0}^{n-1} 1_{\delta - \delta \alpha}(F^i x) < \varepsilon, \]
then,
\[ B_n(x, \delta) \subset \alpha(x). \]

Proof. Take \( y \in B_n(x, \delta) \). If \( \alpha(F^i y) \neq \alpha(F^i x) \), then we must have
\[ d(F^i x, \delta \alpha) < \delta. \] Hence,
\[ D_n(\alpha_n(y), \alpha_n(x)) = \frac{1}{n} \sum_{i=0}^{n-1} 1(\alpha(F^i y) \neq \alpha(F^i x)) \leq \frac{1}{n} \sum_{i=0}^{n-1} 1_{\delta - \delta \alpha}(F^i x) < \varepsilon. \]
Consequently, \( y \in \alpha_n(x) \). Hence, (5.7) holds.

The following proof of Theorem 1 is much shorter than the proof in [3] and the ideas are helpful for the proof of Theorem 0.

Proof of Theorem 1.

Let \( \mu \) be an \( F \)-invariant probability measure on \( X \) and put
\[ I_\mu^* = \sup\{ I_\mu(x, \alpha); \alpha \text{ is a finite Borel partition, } \mu(\delta \alpha) = 0 \}, \]
where \( I_\mu(x, \alpha) \) is the quantity appeared in the Shannon-McMillan-Breiman theorem (Theorem 2). It suffices to prove the following two:

Part I (Upper estimate): \( \overline{h}_\mu(x) \leq I_\mu^*(x) \).

Part II (Lower estimate): \( \underline{h}_\mu(x) \geq I_\mu^*(x) \).

In fact, the partition into points can be approximated by the
partitions \( \alpha \) satisfying the condition \( \mu(\partial \alpha) = 0 \). Hence it follows from Parts I and II that

\[
h_\mu(F) = \int_X h_\mu(x) \mu(dx) = \int_X \overline{h}_\mu(x) \mu(dx).
\]

Then the other assertions of Theorem 1 are immediate.

**Proof of Part I.** For a given \( \delta > 0 \), take a finite Borel partition \( \alpha \) such that \( \mu(\partial \alpha) = 0 \) and \( \text{mesh}(\alpha) := \max\{\text{diam}(c); c \in \alpha\} < \delta \). Then, \( \alpha_n(x) \) is contained in \( B_n(x, \delta) \). Thus, \( \mu(\alpha_n(x)) \leq \mu(B_n(x, \delta)) \). Therefore,

\[
I_\mu(x, \alpha) \geq \limsup_{n \to \infty} -\frac{1}{n} \log \mu(B_n(x, \delta)). \quad \text{Hence,} \quad I_\mu^+(x) \geq \overline{h}_\mu(x).
\]

**Remark.** The compactness assumption on \( X \) is necessary only for the existence of finite partitions \( \alpha \) with arbitrary small mesh and is absolutely unnecessary for Part II.

**Proof of Part II.** Take \( \delta > 0 \) and a finite measurable partition \( \alpha \) such that \( \mu(\partial \alpha) = 0 \). Then it follows from the individual ergodic theorem that the limit

\[
f_\delta(x) = \lim_{n \to \infty} \frac{1}{n} \sum_{i=0}^{n-1} 1_{\delta-\partial \alpha}(F_i x)
\]

exists for \( \mu \)-a.e.\( x \). Its integral \( \int_X f_\delta(x) \mu(dx) = \mu(\delta-\partial \alpha) \) tends to 0 as \( \delta \) goes to 0 since \( \mu(\partial \alpha) = 0 \). Consequently, for \( \epsilon > 0 \) and \( \delta > 0 \), the measure \( \mu(E) \) of the set \( E \) of points \( x \) such that

\[
\frac{1}{n} \sum_{i=0}^{n-1} 1_{\delta-\partial \alpha}(F_i x) < \epsilon \quad \text{for every sufficiently large } n
\]

(5.9) can be arbitrarily close to 1 if \( \delta \) is chosen so small.

Now for the point \( x \) satisfying (5.9), \( B_n(x, \delta) \) is contained in \( \alpha_n^C(x) \) by virtue of Lemma 2. Thus, using Lemma 1, we obtain

\[
\liminf_{n \to \infty} -\frac{1}{n} \log \mu(B_n(x, \delta))
\]

\[
\geq \liminf_{n \to \infty} -\frac{1}{n} \log \mu(\alpha_n^C(x)) \geq I_n(x, \alpha) - J(\epsilon, \# \alpha)
\]
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on the set E. Hence, there holds the inequality independently of \( \delta \):
\[
h_{\mu}(x) \geq I_{\mu}(x, \alpha) - J(\varepsilon, \#\alpha).
\]
And now it is true for \( \mu \)-almost every \( x \). Since \( \varepsilon \) is arbitrary and \( \lim_{\varepsilon \to 0} J(\varepsilon, \#\alpha) = 0 \), it follows that \( h_{\mu}(x) \geq I_{\mu}(x, \alpha) \) provided that \( \mu(\partial \alpha) = 0 \). Consequently, \( h_{\mu}(x) \geq I_{\mu}^*(x) \). The proof is completed.

**Proof of Theorem 0.**

For the sake of simplicity of the notation let us write for \( x \in X \),
\[
(5.10) \quad \xi_n = \xi_n^x = \frac{1}{n} \sum_{i=0}^{n-1} \delta_{F^ix}.
\]
Take an arbitrary ergodic F-invariant measure \( \mu \). By the definition of the weak topology on the measure space \( M(X) \) we may take the sets of the following form as a fundamental system of neighbourhoods of the measure \( \mu \):
\[
\{ \nu \in M(X); a_{c} < u(c) < b_{c} (c \in \alpha) \}
\]
where \( \alpha \) is a finite Borel partition with \( \mu(\partial \alpha) = 0 \) and \( a_{c}, b_{c} \) are non-negative real numbers such that \( a_{c} < u(c) < b_{c} (c \in \alpha) \). Now for a given neighbourhood \( G \) of \( \mu \) take a finite Borel partition \( \alpha \), a positive number \( \varepsilon \) and nonnegative numbers \( a_{c}, b_{c} (c \in \alpha) \) such that
\[
\mu(\partial \alpha) = m(\partial \alpha) = 0 \quad \text{and} \quad (5.11) \quad G \supset G(s) := \{ \nu \in M(X); a_{c} - s < u(c) < b_{c} + s \} \quad (0 \leq s \leq \varepsilon).
\]
Note that the positive number \( \varepsilon \) may be chosen arbitrarily small. Put
\[
(5.12) \quad \Lambda_n(s) = \{ x \in X; \xi_n \in G(s) \} \quad (0 \leq s \leq \varepsilon).
\]
**Claim:** if \( x \in \Lambda_n(0) \), then, \( a^\varepsilon_n(x) \Lambda_n(\varepsilon) \).

In fact, take \( y \in a^\varepsilon_n(x) \). Then,
\[
\xi_n^y(c) = \frac{1}{n} \sum_{i=0}^{n-1} 1_{c[F^iy]} \geq \frac{1}{n} \sum_{i=0}^{n-1} 1_{c[F^ix]} - \frac{1}{n} \sum_{i=0}^{n-1} 1[a(F^iy) \neq a(F^ix)] > a_{c} - \varepsilon.
\]
Similarly, \( \xi_n^Y(c) < b_c + \epsilon \). Consequently, \( y \in A_n(\epsilon) \).

Now it follows from (5.11), (5.12) and the claim above that

\[
\text{vol}\{ x \in X; \xi_n \in G \} \geq \text{vol}(A_n(\epsilon))
\]

\[
(5.13) \quad \geq \sum_{c \in A_n} \text{vol}(c^E)/L_n(\epsilon,\#a) \quad \frac{\text{vol}(a_n^E(x))}{\mu(a_n(x))} \quad \mu(dx)
\]

\[
\geq L_n(\epsilon,\#a)^{-1} \int_{a_n(x) > 0} \mu(dx) \frac{\text{vol}(a_n^E(x))}{\mu(a_n(x))}.
\]

Now, using Theorem 2 (Shannon-McMillan-Breiman) and Theorem 3 (Oseledec), we obtain the following inequalities on a set \( E \) with \( \mu(E) > 1-\eta \) for any given \( \eta > 0 \) and \( \theta > 0 \): for any sufficiently large \( n \),

\[
(5.14) \quad \log \text{vol}(a_n^E(x)) \geq -n(\chi_{\mu}^+ + \theta)
\]

\[
(5.15) \quad -\infty < \log \mu(a_n(x)) \leq n(-h_{\mu}(F,a) + \theta).
\]

Here we used the ergodicity of \( \mu \).

Combining (5.13), (5.14) and (5.15) we obtain

\[
\lim \inf_{n \to \infty} \frac{1}{n} \log \text{vol}\{ x \in X; \xi_n \in G \} \geq \lim \inf_{n \to \infty} \left\{ -\frac{1}{n} \log L_n(\epsilon,\#a) + h_{\mu}(F,a) - \chi_{\mu}^+ - 2\theta + \frac{1}{n} \log \mu(E) \right\}
\]

\[
= h_{\mu}(F,a) - \chi_{\mu}^+ - 2\theta - J(\epsilon,\#a).
\]

Consequently, taking the limits as \( \theta \to 0 \) and then as \( \epsilon \to 0 \) and the supremum with respect to partition \( \alpha \), we obtain the inequality

\[
q(G) \geq h_{\mu}(F) - \chi_{\mu}^+
\]

for every neighbourhood \( G \) of an ergodic \( F \)-invariant measure \( \mu \). Hence follows the desired inequality \( q(\mu) \geq h_{\mu}(F) - \chi_{\mu}^+ \) and the proof of Theorem 0 is completed.
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