
29

Bifurcation diagrams in Kolmogorov’s problem of
viscous incompressible fluid on 2-D flat tori.

H. OKAMOTO1 AND M. SH\={O}JI2,

Abstract. We consider Kolmogorov’s problem of a viscous incompressible fluid motion
on two dimensional tori. In a previous paper [13], we computed stationary flows nu-
merically. One of the new discovery is the existence of turning points in the primary
branch from the basic flow. In the present paper we continue to study the structure of
bifurcation by a numerical method. In [13] we computed only the branch of mode one.
In the present paper we compute branches of mode two and three as well as that of
mode one. We find that there are secondary bifurcations in the branches of mode two
and three. Furthermore, Hopf bifurcation points are also found when the aspect ratio
of the torus satisfies a certain condition.

\S 1. Introduction.
Kolmogorov’s problem mentioned above was suggested by him in 1959 (see

Obukhov [20] for history). The problem is to solve the Navier-Stokes equations in
two dimensional flat tori under a special driving force. More precisely, we solve the
Navier-Stokes equations

(1.1) $\frac{\partial u}{\partial t}+u\frac{\partial u}{\partial x}+v\frac{\partial u}{\partial y}=\nu\triangle u-\frac{1}{\rho}\frac{\partial p}{\partial x}+\gamma\sin(\pi y/b)$,

(1.2) $\frac{\partial v}{\partial t}+u\frac{\partial v}{\partial x}+v\frac{\partial v}{\partial y}=\nu\triangle v-\frac{1}{\rho}\frac{\partial p}{\partial y}$

(13) $\frac{\partial u}{\partial x}+\frac{\partial v}{\partial y}=0$ ,

where $(u, v),p,$ $\rho,$ $\nu$ are velocity vector, pressure, mass density and the kinematic vis-
cosity, respectively. The flow region is a rectangle $[-a, a]\cross[-b, b]$ and the periodic
boundary condition is imposed in both directions. We try to understand how the
stationary or time-periodic solutions depend on the aspect ratio $\alpha\equiv b/a$ and the
Reynolds number which is defined in \S 2. More complicated solutions such as quasiperi-
odic solutions or chaotic trajectories are out of scope of the present paper, although
we discuss in the last section relations to other works dealing with time dependent
solutions. We wish to see the global structure of the bifurcations. Here, ‘ global ‘

means that we consider the whole range of the Reynolds number. We will show that
it may be possible to understand the global structure of the stationary Navier-Stokes
flows on a 2-D flat torus driven by a special force proposed by Kolmogorov. Our
motivation, like Kolmogorov’s one, is a hope that we can investigate viscous fluid
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motion most rigorously and most extensively by considering the simplest case. For
instance, if $\alpha$ is not too small, we find a family of stationary solutions which undergo
no instability even when the Reynolds number tends to infinity. Such a rather simple
structure of solutions seems to support our hope.

A nondimensional form is given in \S 2 and a certain symmetry of the equation is
revealed. In \S 3 we review a mathematical theory of the linearized operator at the basic
laminar flow. In \S 4 we consider solutions of mode one. Mode is, roughly speaking,
the numbers of pairs of vortices in the rectangle. Solutions of mode two are discussed
in \S 5. \S 6 deals with solutions of mode three.

Acknowledgement. The present work was partially supported by Ohbayashi Cor-
poration. The figures were prepared by the package program GLSC, which was given
to the authors by Dr. R. Kobayashi. We cordially thank him.

\S 2. Nondimensionalization.
In this section we transform (1.1-3) into a nondimensional form. We introduce

a stream function $\psi$ . Thus the components of the velocity field are $u=\psi_{y}$ and
$v=-\psi_{x}$ . Here and hereafter the subscripts mean differentiations. The equations
(1.1-3) are equivalent to:

(2.1) $\frac{\partial}{\partial t}\triangle\psi-\nu\triangle^{2}\psi-J(\psi, \triangle\psi)=\frac{\gamma\pi}{b}\cos(\pi y/b)$ ,

where $J$ is a bilinear form defined by

$J(u, v)= \frac{\partial u}{\partial x}\frac{\partial v}{\partial y}-\frac{\partial u}{\partial y}\frac{\partial v}{\partial x}$

Our nondimensional form is obtained by the following transformation of variables:

$(x’, y’)=( \frac{\pi x}{b},$ $\frac{\pi y}{b})$ , $\psi’(x’, y’)=\frac{\nu\pi^{3}}{\gamma b^{3}}\psi(x, y)$ , $t’= \frac{\gamma b}{\nu\pi}t$

We then define the Reynolds number $R$ by

$R= \frac{\gamma b^{3}}{\nu^{2}\pi^{3}}$ .

After dropping the primes, we have the following equation:

(2.2) $\frac{\partial}{\partial t}\triangle\psi-\frac{1}{R}\triangle^{2}\psi-J(\psi, \triangle\psi)=\frac{1}{R}\cos y$ .

This equation should be satisfied in $[-\pi/\alpha, \pi/\alpha]\cross[-\pi, \pi]$ , where $\alpha=b/a$ . We denote
this domain by the symbol $T_{\alpha}$ and call it a two dimensional flat torus of aspect ratio
$\alpha$ .
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We assume that $\psi$ is periodic in $x$ and $y$ . This does not exclude any interesting
phenomena. In fact, integrating in $T_{\alpha}$ , we see that the spatial mean of $(u, v)$ on $\mathbb{T}_{\alpha}$ is
constant in time. If we consider only those initial velocities whose spatial means are
zero, then the mean velocity vanishes for all the time. If this is the case, it is obvious
that the stream function $\psi$ is periodic in $T_{\alpha}$ . We first note that $\psi(t, x, y)\equiv-\cos y$

satisfies all the requirements for any $R>0$ . We call this a basic solution. The velocity
field of the basic solution is given by $(u, v)=(\sin y, 0)$ , which represents a shear flow
parallel to the x-axis. Defining $\phi$ by $\phi=\psi+\cos y$ , we write (2.2) as follows:

(2.3) $\frac{\partial}{\partial t}\triangle\phi-\frac{1}{R}\triangle^{2}\phi+\sin y(\triangle+I)\frac{\partial\phi}{\partial x}-J(\phi, \triangle\phi)=0$,

where $I$ is the identity operator.
We now prove that the equation (2.2) has a certain symmetry, which helps us to

better understand the bifurcation structure. We define an operator $U$ and $V_{\beta}(0\leq$

$\beta<2\pi)$ by
$Uf(x, y)=f(-x, -y)$ , $V\rho f(x, y)=f(x+\beta, y)$ .

These operators define an action of the group $O(2)$ on the functions on $T_{\alpha}$ . We
remark that $V\rho$ corresponds to the rotation of angle $\beta$ and $U$ the reflection. If the
left hand side of (2.3) is denoted by $F(\phi)$ , then it holds that

$F(U\phi)=UF(\phi)$ , $F(V\rho\phi)=V\rho F(\phi)$

for all $\beta\in[0,2\pi$ ) and all functions $\phi$ for which $F(\phi)$ can be defined. This property
is called O(2)-equivariance of the mapping $F$ with respect to the group $O(2)$ . Other
than $U$ and $V\rho$ , there is another operator about which $F$ is equivariant. It is given by

$Wf(x, y)=-f( \frac{\pi}{\alpha}+x,$ $\pi-y)$ .

We can easily prove that $F(W\phi)=WF(\phi)$ . We now define

$X=\{\phi\in H^{4}(T_{\alpha})/R; U\phi=\phi, W\phi=\phi\}$ ,
$Y=\{\phi\in H^{4}(T_{\alpha})/R; U\phi=\phi\}$ ,

where $H^{4}(T_{\alpha})$ is a Sobolev space: namely the set of all the functions which, together
with their derivatives of order $\leq 4$ , are square integrable. The symbol $/R$ implies
that only those functions with zero spatial mean are collected. We note that (2.2)
generates a nonlinear semigroup in $H^{4}(T_{\alpha})/R$ and that both $X$ and $Y$ are positively‘
invariant with respect to this semigroup. In a computation of the Navier-Stokes flows
on 2-D and 3-D tori, Kida et al. $[15,16]$ used special symmetries in order to get a
large degree of freedom of differential equations. Our symmetry has a similar nature.
In general, larger symmetry implies smaller function space and simpler structure of
the set of solutions. The computation in [13] was carried out in the smallest function
space $X$ and relatively simple structure was found. In the present paper we consider
solutions in $Y$ , by which we obtain a somewhat richer structure in the solutions.
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\S 3. Solutions near the basic one: a rigorous result.
We first recall a fact which is known as “ the principle of exchange of stability “.

In order to study bifurcations from the basic flow $\phi\equiv 0$ , we must solve the following
linearized eigenvalue problem:

(3.1) $\sigma\triangle\phi-\frac{1}{R}\triangle^{2}\phi+\sin y(\triangle+I)\frac{\partial\phi}{\partial x}=0$ .

where $\sigma$ is the eigenvalue. If all possible $\sigma’ s$ have negative real parts, the basic flow is
stable. Meshalkin and Sinai [18] proved the principle of exchange of stability. Namely
they proved:

PROPOSITION 3.1. If (3.1) $h$as an eigenvalue with $Re[\sigma]\geq 0$ , then it must $be$ a real
number.

This proposition shows that the eigenvalues can cross the imaginary axis only
at the origin and that only stationary solutions can bifurcate from the basic flow.
We remark that eigenfunctions in Proposition 3.1 are sought in $H^{4}(T_{\alpha})$ , not in our
smaller space $X$ or Y. Therefore the principle of exchange of stability holds not only
in our restricted problem in $X$ or $Y$ but also in the situation with full generality. We
should like to emphasize that the principle is proved on the basic flows. Therefore,
bifurcation of time periodic solutions is not excluded along branches of solutions other
than basic ones.

In view of the proposition above, we first consider stationary solutions to (2.2)
in Y. Thus, we seek solutions to the following equations in $Y$ :

$|(3.2)$ $\triangle^{2}\psi+RJ(\psi, \triangle\psi)+\cos y=0$.

Solutions of mode one (the meaning of mode will be defined later in this section) in
$X$ is computed in [13]. We compute in a larger space $Y$ the solutions of mode two
and three as well as those of mode one.

We first characterize $X$ and $Y$ concretely. Suppose $\psi\in H^{4}(T_{\alpha})/R$ is expanded
in the Fourier series as

$\psi=\sum a_{m,n}e^{im\alpha x+iny}$ ,

where the summation is taken over all the pairs of integers but $(m, n)=(0,0)$ .
Since $\psi$ is real-valued, it holds that $\overline{a_{m,n}}=a_{-m,-n}$ . If $\psi$ satisfies $U\psi=\psi$ , we
have $a_{m,n}=a_{-m,-n}$ . By this consideration, the function space $Y$ has the following
orthogonal decomposition: $Y=Y_{0}\oplus Y_{1}\oplus Y_{2}\oplus\cdots$ , where

$Y_{0}=\{\sum_{n=1}^{+\infty}a_{n}\cos ny|$ $a_{n}\in R$ , $\sum_{n=1}^{+\infty}(1+n^{8})a_{n}^{2}<+\infty\}$ ,

$Y_{m}=\{\sum_{n=-\infty}^{+\infty}a_{n}\cos(m\alpha x+ny)|a_{n}\in R,\sum_{n=-\infty}^{+\infty}(1+n^{8})a_{n}^{2}<+\infty\}$ $(m\geq 1)$ .
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If $\psi$ satisfies $W\psi=\psi$ , we obtain $a_{m,n}=(-1)^{m+n+1}a_{m,-n}$ . Consequently we
have $X=X_{0}\oplus X_{1}\oplus X_{2}\oplus\cdots$ , where

$X_{0}= \{\sum_{n=1}^{+\infty}a_{2n-1}\cos(2n-1)y|$ $a_{2n-1}\in R$ , $\sum_{n=1}^{+\infty}(1+n^{8})a_{2n-1}^{2}<+\infty\}$ ,

$X_{m}= \{\sum_{n=-\infty}^{+\infty}a_{n}\cos(m\alpha x+ny)\in Y_{m}|a_{n}\in R,$ $a_{n}=(-1)^{m+n+1}a_{-n}\}(m\geq 1)$.

We consider the linearized operator at the basic solution, i.e.

(3.3) $L=L_{R,\alpha} \phi\equiv\triangle^{2}\phi-R\sin y(\triangle+I)\frac{\partial\phi}{\partial x}$ .

We denote by $N(L;Z)$ the nullspace of $L$ in $Z$ , i.e.,
$N(L;Z)=\{u\in Z; Lu=0\}$ .

The following lemma, which was proved by Iudovich [11], is the starting point of
the mathematical analysis:

LEMMA 3.1. There exists a continuous function $R=R^{*}(\alpha)$ $(0<\alpha<1)$ such that:
i) $R^{*}is$ a strictly monotone increasing function;
ii) $R^{*}(\alpha)arrow+\infty$ as $\alphaarrow 1$ ;
iii) $R^{*}(\alpha)arrow\sqrt{2}$ as $\alphaarrow 0$ ;
and that $N(L_{R,\alpha};Y_{1})$ is nontrivial if and only if $(R, \alpha)=(R^{*}(\alpha), \alpha)$ . If $(R, \alpha)$ satisfies
this, then $N(L_{R,\alpha}; Y_{1})$ is of one dimension.

We choose a function $\phi_{1}\not\equiv 0$ such that it spans $N(L_{R^{s}(\alpha),\alpha}; Y_{1})$ . By Lemma 3.1,
$\phi_{1}$ is determined uniquely modulo a multiplicative constant for each a $\in(0,1)$ . For
each positive integer $m$ , we define $\Gamma_{m}$ as the $curve:R=R^{*}(m\alpha)$ $(0<\alpha<1/m)$ .
These curves are called neutral curves or bifurcation curves. We also define a function
$\phi_{m}(x, y)=\phi_{1}(mx, y)$ .

The following lemma is proved in [13].

LEMMA 3.2. $N$ ( $L_{R,\alpha}$ ; Y) is nontrivial if and only if $(R, \alpha)\in\Gamma_{m}$ for some posi-
tive integer $m$ . If $(R, \alpha)\in\Gamma_{m}$ , then $\phi_{m}$ spans $N$ ( $L_{R,\alpha}$ ; Y). If $m$ is odd, then
$N(L_{R,\alpha} ; X_{m})=N(L_{R,\alpha} ; Y_{m})$ . If $m$ is even, then $N(L_{R,\alpha} ; X_{m})=\{0\}$ .
COROLLARY.

$N(L_{R,\alpha}; Y)=\bigoplus_{m=1}^{\infty}N(L_{R,\alpha} ; Y_{m})$

where at most one $m$ember of the right hand side is nontrivial. In particular, $N(L;Y)$
$is$ at $most$ of one dimension.

The assertion iii) of Lemma 3.1 seems to be proved by many people independently
later ([8,10]). The picture of the curves $\Gamma_{m}$ are given in Fig.1. We remark that the
set of bifurcation points in $X$ is composed of $\Gamma_{2k-1}$ with $k=1,2,$ $\cdots$ (Lemma 3.2).
Since there is no bifurcation point in $\alpha\geq 1$ , it is natural to imagine that the dynamics
is simple when $\alpha\geq 1$ . In fact Iudovich proved the following remarkable theorem:
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THEOREM 3.1 (IUDOVICH [11]). For any $1\leq\alpha<+\infty,$ $0<R<\infty$ and any
initial value $\phi(0, x, y)\in H^{4}(T_{\alpha})/R$ , the solution to (2.3) decays exponentially toward
the zero solution as $tarrow+\infty$ . Namely th$e$ basic solu tion is globally stable for any
Reynolds num$ber$ if $\alpha\geq 1$ .
Remark. Marchioro [17] rediscovered this theorem recently, although his result is
slightly more general than Iudovich’s. For the proof of Theorem 3.1, see [11]. See
also [17].

In [11], Iudovich proved that every point of $\Gamma_{m}$ is a bifurcation point. Namely
every neighborhood of a point $\in\Gamma_{m}$ contains a solution other than the basic one.
He also proved, by computing a topological degree, that for all $(R, \alpha)$ satisfying $R>$
$R^{*}(\alpha)$ , there exists at least one solution to (3.2) other than $\psi=-\cos y$ . Although
he did not mention, it is easy to prove that, for a fixed $\alpha\in(0,1)$ , there is a curve
of nontrivial solutions which emanates from $(R^{*}, 0)$ and makes a pitchfork together
with the R-axis in a neighborhood of the bifurcation point. By making use of the
symmetry with respect to $W$ , it is easy to see that the curves of nontrivial solutions
from $(R^{*}(k\alpha), 0)$ with odd $k$ lie in $X$ .

It is also easy to verify that if $(R, \psi(x, y))$ solves (3.2) in $T_{\alpha}$ , then $(R, \psi(mx, y))$

satisfies (3.2) in $T_{\alpha/m}$ for any positive integer $m$ . Therefore the existence of a branch
emanating froin $\Gamma_{1}$ implies the existence of that from $\Gamma_{m}$ $(m=1,2, \cdots)$ . Those
solutions on the branch from $\Gamma_{m}$ are called solutions of mode $m$ .

There are papers which consider the problem with different forcing. These include
[2,5-8,12,21,23,24]. One characteristic of Kolmogorov’s problem is that there is
no bifurcation point of multiplicity $\geq 2$ . Namely each $\Gamma_{m}$ does not intersect other
$\Gamma_{n}$ $(n\neq m)$ . If a different force is assumed, neutral curves of different modes do
intersect (e.g., [2,23]).

\S 4. Stationary solutions of mode one.
As is mentioned above, the only rigorous results is that there is at least one

solution if $R>R^{*}(\alpha)$ . Some interesting questions seem to be open. For instance,
existence of secondary or tertiary bifurcations, existence of turning points, stabihty
of them and the asymptotic behavior of stationary solutions as $Rarrow\infty$ should be
clarified. Also the existence of Hopf bifurcation is a big problem. They are prohibited
to occur at the branch of basic solutions (Proposition 3.1) but there is a possibility
that time-periodic solutions can bifurcate from the branch of other stationary solu-
tions guaranteed by Iudovich. Although the details are presented later in this paper,
we here list some new facts:
a) For some $\alpha<1$ , solutions different from the basic one can exist in the range
$R<R^{*}(\alpha)$ .
b) Time periodic solutions bifurcate.
c) Some stationary solutions with cat’s eyes pattern recover stability.

According to usual scenario, the steady states are unstable for Reynolds numbers
above a certain critical value and are replaced by other steady-states or periodic solu-
tions. After bifurcating a few times, a chaotic regime appears and becomes dominant
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in the phase space. Our numerical solutions did not display transition of this kind,
at least when $\alpha=0.7$ . Below we present our numerical result, in which solutions are
sought in Y.

We first describe our scheme of discretization. We consider the following finite
Fourier series:

$\psi=\sum_{m=-M}^{M}\sum_{n=-N}^{N}a(m, n)e^{im\alpha x+iny},$ .

Here $a(O, 0)=0$. Since $\psi$ is sought in $Y$ , the coefficients satisfy $a(m, n)=a(-m, -n)$
and they are real numbers. Substituting this approximate representation into (3.2),
we let the Fourier coefficients of the resulting equation be zero for $|m|\leq M,$ $|n|\leq$

$N,$ $(m, n)\neq(0,0)$ . In this way we obtain $(2m+1)(2n+1)-1$ equations for the
same number of unknowns. By the symnetry just mentioned, the degree of freedom
reduces by a half. When we have a solution $(R, \psi)$ at an ordinary point of a path,
we compute $(R+\delta R, \psi+\delta\psi)$ by the Newton method using $(R, \psi)$ as an initial guess.
When we come to a turning point or a bifurcation point, we follow Keller’s algorithm
([14]). For most computations with $\alpha>0.3$ , it is sufficient to choose $M=N=16$.
In this case, the degree of freedom is 544. When $\alpha$ is small we have to choose a large
$M$ . For $\alpha=0.2$ , we choose $M=28$ and $N=16$. For $\alpha=0.1$ , we choose $M=32$
and $N=12$.

In the present paper we consider $R$ as a bifurcation parameter and $\alpha$ as a sup-
plementary, splitting parameter. We first consider the case of $\alpha=0.7$ . In this case,
the basic flow loses stability at $R=R^{*}(0.7)\approx 3.011193\cdots$ and another steady state
bifurcates. The bifurcation is supercritical. What is interesting is that we could not
find any secondary bifurcation from this branch in $Y$ nor we found any turning point.
Accordingly, we have a bifurcation diagram like Fig.2, where the R-axis consists of the
basic solutions. The bifurcating numerical solutions have a definite limit as $Rarrow+\infty$ .
Fig.3 shows the stream lines of six solutions on the bifurcating branch. Note that all
the stream lines of the basic flows are parallel to the x-axis. In these figures, we
can observe a pair of vortices: one with positive vorticity and another negative. So-
lutions on another side of the pitchfork are obtained by shifting these solutions to
the x-direction by half a wave length. Steady flows of this nature are obtained in
Bondarenko et al. [4] and Franceschini et al. [5], although their problems differ from
ours. [4] deals with a laboratory experiments of thin films of an electolite. [5] deals
with a numerical computation of the two dimensional Navier-Stokes equations in flat
torus. But they assume a driving force different from ours. As we pursue the branch,
we computed numerically the eigenvalues of the matrix which results from the lin-
earization at the bifurcating solution. As far as we can compute, every eigenvalue lies
in the left half-plane. We verified this for a Reynolds number up to 10, 000.0. By this
we conclude that there is no secondary bifurcation when $\alpha=0.7$ .

As we trace the branch we notice a substantial change in the topology of the
stream lines (Fig.3). Indeed, for $R^{*}(0.7)<R<4.61\cdots$ , the vortex on the center
is oblate. The boundary of the vortex is composed of two homoclinic trajectories. At
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$R=4.61\cdots$ , the boundary of the vortex is composed of four heteroclinic trajectories.
For 4.61 $\cdots<R$ the vortices are prolate. The variation of vortices like this is reported
in [3] and their scenario fits ours very well. However, in the paper they also claimed
that each vortex is broken into a pair of smaller vortices for sufficiently large Reynolds
numbers. This final stage is not observed in our computation. We believe ours is more
accurate than theirs, since they drew figures based on a certain rough approximation.
Their approximate solution is obtained by truncating the Navier-Stokes equations
but the degree of freedom of the resulting ordinary differential equations is only three

As $Rarrow\infty$ their approximate solution approaches zero. On the other hand, our
computation shows that the bifurcating solution approaches a certain limit which is
non-zero. Consequently we suspect that their approximate solution is valid up to only
a moderately large Reynolds number.

We computed solutions of mode 1 with other values of $\alpha$ . We found that for
$0<\alpha<0.966\cdots f$ the solutions of mode 1 consists only of a pitchfork. Fig. 4 shows
the bifurcation diagrams of mode one when $\alpha=0.1$ and 0.33, respectively. Recall that
the Navier-Stokes equations are equivariant with respect to $f(x, y) arrow f(x+\frac{\pi}{\alpha}, y)$ .
Consequently the bifurcation diagrams are symmetric with respect to the $R$-axis
for any $\alpha$ . Accordingly we draw only those parts of the diagram which lie above
the $R$ -axis. Two characteristics are observable. One is that the bifurcation branch
stands steeper as $\alpha$ decreases. The other is that, apart from a small neighborhood
of the bifurcation point, the distance between the bifurcating branch and the basic
flows seems to increase indefinitely as $\alpha$ decreases to zero.

It is quite interesting that the branch is of different nature when $\alpha$ is close to one.
When 0.966 $\cdots<\alpha<1.0$ , the set of solutions of mode 1 is interestingly folded. When
$\alpha=0.98$ , we have Fig.5 as a bifurcation diagram. In Fig.5, the primary bifurcation
is supercritical. But we can observe two turning points on the branch. In Fig. 6 we
present three figures of streamlines corresponding to the points A,B and $C$ in Fig.5.
The so called hysteresis observed in Fig. 5 disappears when $\alpha$ becomes smaUer than
0.966 $\cdots$ . On the other hand, as we increase $\alpha$ , the turning point on the right moves
further to the right. When $\alpha=0.984$ , we have a pitchfork below and another branch
with a turning point, which is substantially separated from the primary branch (Fig.
8,9). Fig. 10 shows the case of $\alpha=0.999$ . In this case, the turning point in the upper
side lies to the left of the pitchfork bifurcation point from the basic solution. This
means existence of nontrivial solutions in the region $R<R^{*}(\alpha)$ . This also implies
that basic solution is stable but not globally stable if $0<1-\alpha$ is sufficiently small
and $R<R^{*}$ is sufficiently close to $R^{*}$ .

In short, we can summarize as follows.

1) The bifurcating branch of mode one has no secondary bifurcation points,
though there are turning points for $\alpha<1$ sufficiently close to 1.

2) At the primary bifurcation point, the bifurcation occurs supercritically, imply-
ing the stability of the new steady states in a neighborhood of the bifurcation point.
This is in accord with the rigorously proven theorem that the primary bifurcation oc-
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curs supercritically if $\alpha$ is sufficiently small ([1,13,25]). Our numerical computation
suggests that the theorem is true for all $\alpha\in(0,1)$ .

\S 5. Solutions of mode two.
We next consider the solutions of mode two, which appear when $0<\alpha<1/2$ .

We first note that we have an obvious family of solutions of mode 2: $(R, \alpha/2, \psi(2x, y))$

where $\psi$ is a solution of mode one for $\alpha$ . What is important is: there is a secondary
bifurcation from this family. Thus, the structure of solutions of mode 2 is more
complicated than that of the previous section. For later use, we prepare the following
symbols:

$M$ : main branch, $S$ : secondary branch, 1, 2, $\cdots$ : mode.

For instance the solutions on the main branch of mode 2 is denoted by M2.
Let us see the solutions at $\alpha=0.35$ . Along the basic solutions there are two

and only two bifurcation points. Ml solutions bifurcate at $R^{*}(0.35)=1.696438\cdots$ .
M2 solutions bifurcate at $R^{*}(0.7)=3.011193\cdots$ . As we mentioned above, there
is no secondary branch from the branch of mode one. On the other hand, there is
a secondary branch which emanates from the branch of mode two. The secondary
bifurcation occurs at $R=R_{s}\equiv 4.807\cdots$ . It occurs supercritically. The streamlines
of M2 and S2 flows are given in Fig. 12 and Fig. 13, respectively. The M2 solutions
are unstable when $R<R_{s}$ . They, however, recover the stability when $R$ exceeds
$R_{s}$ . On the other hand, the S2 solutions are unstable for all $R>R_{s}$ . Therefore the
bifurcation diagram looks like Fig. 11, where the solid lines represent stable solutions
and the broken lines do unstable ones. There is no turning point.

We next look at solutions when $\alpha=0.45$ . The bifurcation diagram is qualitatively
the same as that of $\alpha=0.35$ . There is, however, a striking difference as for the
stability. The M2 solutions are unstable for all $R$ as well as S2 solutions. Therefore,
the only stable solutions are Ml solutions (see Fig. 11).

We now take a more precise look at the stability. We computed eigenvalues of
the matrix which stem from the linearization at the M2 solutions. Suppose $\alpha=0.35$

and $R$ is smaller than $R_{s}$ . Then there is a real eigenvalue on the right half-plane,
which implies the instability of the M2 solutions. All other eigenvalue are on the
left half-plane. When $R$ exceeds $R_{s}$ , the unstable eigenvalue move to the left and
crosses the imaginary axis at the origin, while all other eigenvalues are located in
the left half-plane. Thus the M2 solution recovers stability at $R_{s}$ . When $\alpha=0.45$ ,
there is one and only one unstable eigenvalue if $R<R_{s}$ . When $R$ exceeds $R_{s}$ , the
unstable eigenvalue remains in the right half-plane and an eigenvalue in the left half-
plane crosses the imaginary axis at the origin. Thus the M2 solution remains to be
unstable, having two real unstable eigenvalues for $R>R_{s}$ .

The behaviour of the eigenvalues suggests that there is an $\alpha_{0}\in(0.35,0.45)$ such
that the linearized operator has zero eigenvalue with multiplicity two at $R=R_{s}$ .
Suggested by this, we computed bifurcation diagrams at $\alpha=0.43$ . No qualitative
change is observed on Ml and S2 solutions. There is, however, a new phenomena
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along the branch of M2 solutions. When $R<R_{s}$ , then M2 solutions are unstable.
At $R=R_{s}$ , unstable S2 solutions bifurcates and the M2 solutions continues to be
unstable, having two real unstable eigenvalues. The similarity between the case of
$\alpha=0.43$ and that of 0.45 ends when $R$ exceeds a certain value $R_{h}\approx 13.85$ . There
a Hopf bifurcation occurs at M2 branch. When $R>R_{h}$ , the M2 solutions recover
stability (Fig. 14). Before Hopf bifurcation occurs, the two real unstable eigenvalues
coalesces to a pair of complex conjugate eigenvalues. At $R=R_{h}$ , this pair crosses
the imaginary axis from the right half plane to the left half. We can not say anything
about the stability of the periodic solution yielded by the Hopf bifurcation. Table 1
shows qualitative behaviour of the eigenvalues.

An even more interesting bifurcation of stationary solutions is present when $\alpha$

is sufficiently close to 0.5. Fig.15, 16 and 17 show the case of $\alpha=0.49$ , 0.4905 and
0.4876, respectively.

\S 7. Solutions of mode three.
For $0<\alpha<1/3$ , there are solutions of mode three.
At $\alpha=0.3$ we have three bifurcation points on the branch of the basic flows.

These are $R^{*}(0.3),$ $R^{*}(0.6),$ $R^{*}(0.9)$ . These correspond to the bifurcation of mode one,
two, three, respectively. Solutions of mode one and two are qualitatively the same as
those at $\alpha=0.35$ . Along M3 branch, we computed the eigenvalues. As $R$ increases
from $R^{*}(0.9)$ , the number of unstable solutions varies as 2, 3, 2, 4. When the number
changes from 2 to 4, a Hopf bifurcation occurs. In order to further study the solutions
of mode three, more freedom of degree seems to be needed and our results here are
indecisive. This laborious work will be done in the future.
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Fig. 1 : Neutral curves ( $=bifurcation$ curves) with mode
1,2,3 and 4.

Fig. 2 : Schematic bifurtion diagram when $\alpha=0.7$ .
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3.6 4.0

4.61 6.0

20.0 200.0

Fig. 3 : Strean lines when $\alpha=0.7$ . The Reynolds numbers
are 3.6, 4.0, 4.61, 6.0, 20.0 and 200.0, respectively.
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Fig. 4 : Bifurcation diagrams with $\alpha=0.33$ and 0.1. Only
upper halves are drawn. Here and in the following figures,
the ordinate represents $|a(0,1)-1/2|+|a(1,0)|$ .

Fig. 5 : Bifurcation diagram when $\alpha=0.98$ .
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$C$

$B$

A

Fig. 6 : Stream lines of solutions corresponding to points
$A,$ $B$ and $C$ in Fig. 5.
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Fig. 7 : Bifurcation diagram when $\alpha=0.966$ .

Fig. 8 : Bifurcation diagrams when $\alpha=0.984$
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Fig. 9 : Bifurcation diagrams when $\alpha=0.984$ with differ-
ent scales.

Fig. 10: Bifurcation diagram when $\alpha=0.999$
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Fig. 11 : Schematic bifurcation diagrams when $\alpha=0.35$

and 0.45. Solid lines indicate that the solution is stable.
Broken lines indicate that they are unstable.
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Fig. 12 : Stream lines of M2 solutions. $\alpha=0.35$ .
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Fig. 13 : Stream lines of S2 solutions. $\alpha=0.35$ .
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$R$

Fig. 14 : Bifurcation diagram when $\alpha=0.43$ . The direc-
tion of the Hopf branch is uncertain.

Hopf branch : $\circ\circ\circ\circ\circ\circ$
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Fig. 15 : Bifurcation diagram when $\alpha=0.49$ .

$R$

Fig. 16 : Bifurcation diagram when $\alpha=0.4905$ .
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Fig. 17 : Bifurcation diagram when $\alpha=0.4876$ .
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