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Some remarks on Fibonacci infinite word
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Abstract. This paper concerns some factorizations of the Fibonacci infi-
nite word. In particular, we recall two of them which use prefix codes and we

present another one whose factors are never twice repeated and all belong to

a biprefix code.

Terminology and notations are those currently used in theoretical computer
science [1, 2, 4, 5]. In this paper we use only the two letter alphabet AT =
{a,b}. We call (finite) words the elements of the free monoid A*; we denote
by 1 the empty word, by A™ the free semigroup on A and by |u| the length of a
word u. We consider a word u of length £ > lasamap u: {0,1,...,k—1} —
A and we write u = u(0)...u(7)...u(k—1). We say that a word u is a factor
of a word v if there exist two words u’, u” € A* such that v = v'uu”. When

u' =1 (resp. u” = 1) we say that u is a left factor (vesp. right factor) of v.

A right infinite word on A is a map g from the set of non-negative integers

into A and we write it as an infinite sequence:

g=9(0)g(1)...9(7)...



We say that a word u is a factor of g if there exist a word v/ and a right
infinite word ¢’ such that g = w'ug’. If v’ = 1 we say that u is a left factor
of g. We say that a right infinite word g is ultimately periodic if there exists
p > 1 such that g(j + p) = g(j) for each j > i for some 7 > 0. Let 4, be

integers such that 0 < 7 < j and g be a right infinite word; we denote by

g(i,7) the word g(3)...g(j).

Definition. We say that a subset X of a free semigroup AT is a code over
Aifforalln,m >1 and z1,...,2p,2},...,2,, € X the condition
/! !

xl...xn=$1...$m

implies

and implies, for i € {1,...n},

z; = .

Definition. We say that a subset X of a free semigroup A% is a prefiz set
(resp. suffiz set) if, for all u,v € X, the condition u is a left factor (resp.
right factor) of v implies u = v. We say that X is biprefix if it is both prefiz
and suffiz.

Clearly, a prefix or suffix or biprefix subset X is a code (see [1]). So we

speak about prefiz, suffiz or biprefiz code.

Now, let ¢ : {a,b}* — {a,b}* be the morphism whose restriction to {a,b}
is given by ¢(a) = ab, ¢(b) = a. Let us define the n—th Fibonacci finite word
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fa in the following way: fo = b and, for each n > 0,
fat1 = @(fa).

In particular, we have: f; = a, fo = ab, f3 = aba, f4 = abaabd, f5 =
abaababa, f¢ = abaababaabaadb, f; = abaababaabaababaababa.... It is clear
that, for each n > 2, f, is the product (juxtaposition) frn—1fn—g of fn-1 and
fn—2. Also, for each n > 0, |f,| is the n—th element F), of the sequence of
Fibonacci numbers 1, 1, 2, 3, 5, 8, 13, 21, 34, 55, 89, 144, 233, 377 ... .

We note that, for each n > 1, f, is a left factor of f,;1. So there exists
an unique infinite word, namely the Fibonacci infinite word f, such that, for
each n > 1, f, is a left factor of f (see, [2, 4]). Recall that the Fibonacci
infinite word f is also the Sturmian word associated with the golden ratio
® = (v/5 +1)/2. We have

f = abaababaabaababaababaabaababaabaababaababa . . ..

For each n > 2, we denote by g,, the product f,_2f,—1 and by h, the
longest common left factor of f, and g,. In particular, we have: g = ba,
g3 = aab, g4 = ababa, g5 = abaabaabd, ... and hy =1, hg = a, hy = aba, hs =
abaaba ... . We note that if f(i) =btheni>0and f(i—1)=f(i+1)=a
and if f(i,4+1) = aa theni > 0 and f(: —1) = f(i+2) = b; in other words,
bb and aaa are not factors of f.

Lemma 1 belongs to the folklore (see for example [2, 3, 4]), it is very simple

and states the near—commautative property (see [4]).

Lemma 1. For eachn > 2, i) fon = fo-1fn-2 = fa—2gn—1 = hpzy and
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gn = fo-2fn-1 = fa-19n-2 = hnyz, where z,y € {a,b}, z # y and if n is

even then xy = ab and if n is odd then xy = ba.

In March 1994 in Leipzig during the workshop Logic and combinatorics of
unary functions and related structures and in July 1994 in Prato during the
Incontro di Combinatoria Algebrica we announced the amusing properties of
the following two factorizations of f: in the first one (resp. in the second one)
the lenghts of the factors are progressively given by the Fibonacci numbers

of odd index (resp. even index).

Proposition 1. Let
f=uouy...u;...
be the factorization of f such that |u;| = Faiy1. Then {u; | i > 0} is a prefiz

code.

Proposition 2. Let
f=wvvr...v...
be the factorization of f such that |v;| = Fyy1y. Then {v; | i > 0} is a prefiz

code.
In [6] we proved the following result:

Theorem. Let g be a right infinite word. If g is not ultimately per:-
odic then there ezists an infinite set {h; | i > 0} of words such that g =
hohy ... hi..., {hi | i > 1} is a biprefiz code and h; # h; for positive integers
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i j.
There are several biprefix factorizations of the Fibonacci infinite word

"starting” from the beginning.

Proposition 3. Let n > 4. Let f = wow;...w;... be the factorization
of f such that |wy| = F, + Foeg — 1 and, for i > 1, |w;| = Foyoii—g)-1+
2Fnq9(i-1)- Then {w; | i > 0} is a biprefizx code and w; # wj for positive

integers 1 £ J.

Suppose now that the alphabet {a,b} is endowed with a total order and
consider on {a, b}t the lezicographic order induced by it.

We say that a word z is n-divided if it admits an n-divided factorization,
1i.e. a factorization

T =I1L9...Tp

- such that, for each i € {1,...n}, z; € {a,b}™, and that, for each non trivial
0 in the symmetric group Su, To(1)To(2) - - - To(n) Strictly precedes z in the
lexicographic order.

We say that an infinite word ¢ is w-divided if it admits a factorization
t = tot1te...t; ... such that for each ¢« > 0 and, for each n > 2,

tioo tign—1

is an n-divided factorization.

Remark 1. The factorizations

f=u0u1...ui...
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= (a)(baa)(babaabaa)(babaababaabaababaabaa) . . .
and
f=wvuvy...v...
= (ab)(aabab)(aabaababaababd)(aabaababaabaababaababaabaababaaaba). ..

are w-divisions respectively for the orders a > b and b > a.

Remark 2. The factorizations f = wow;...w;... are also w-divisions.

For example, for n = 4, we have
f = (abaaba)(baabaababaa)(babaabaababaabaababaababaabaa). ..

and this is an w-division for the order a > b,

Remark 3. At the origin of many other there is the following interesting
factorization of f which holds for each n > 1:
f = fnfn—lfnfn+1fn+2fn+3fn+4 s fn+i e

and, for example, the factorizations of Propositions 1-3 are strictly connected

with it.

Remark 4. The proofs of Propositions 1-3 are based on Lemma 1 and are

left to the reader.
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