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1. INTRODUCTION

It is well known that if & : G — Aut(N) is an outer action of a finite group G on a
type II; factor N and K is an intermediate subfactor for N C N x, G, then there is a
subgroup H of G such that K = N x4 H (see for instance [19]). On the other hand,
Y. Watatani [31] showed that there exist only finitely many intermediate subfactors
for an irreducible inclusion with finite index. So it is natural to consider intermediate
subfactors as “quantized subgroups” in the index theory for an inclusion of type II;
factors. The notion of normality for subgroups plays important role in the theory
of finite groups. In this paper we introduce the notion of normality for intermediate
subfactors of irreducible inclusions.

D. Bisch [1] and A. Ocneanu [21] gave a nice characterization of intermediate
‘subfactors of a given irreducible inclusion N C M in terms of Jones projections and

Ocneanu’s Fourier transform F : N'NM; — M'NM,. We define normal intermediate



subfactors as follows:

Definition. Let N C M be an irreducible inclusion of type II; factors with finite
index and K an intermediate subfactor of the inclusion N C M. Then K is a
normal intermediate subfactor of the inclusion N C M if ex € Z(N' N M;) and

F(ex) € Z(M' N M,), where ek is the Jones projection for the inclusion K C M.

Every ﬁnite‘dimensional Hopf C*-algebra (Kac algebra) gives rise to an irreducible
inclusion of AFD II; factors, which are characterized by depth 2 (see for example
[21], [28], [29], [34])- Lét M be the crossed product algebra N x H of N by an outer
action of a finite dimensional Hopf C*-algebra H. Unfortunately, there is no one-to-
one correspondence bétween the intermediate subfactors of N C M and the subHopf

C*-algebras of H in general. But we get the next result:

Tﬁeorem. Let N C M be an irreduci'ble, depth 2 inclusion of type II; factors with
finite index, i.e., M is described as the crossed product a,lgebra,‘N x H of N by an
outer a,ction‘of a finite dimensional Hopf C*-algebra H. Let K be an intermediate
subfactor of N C M and ey is the Jones projection for K C M. Then K is described
as the crossed product algebra N xK of N by an outer action iof a subHopf C* algebra
K of H if and only if ek is an element of the center of the relative (;ommutant algebra

N' N My, where M; is the basic extension for N C M.

Let N C M be an irreducible inclusion of type II; factors with finite index and

M, the basic extension for N C M. Let K be an intermediate subfactor of N cCM
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and K; the basic extension for K ¢ M. Then K is an intermediate subfactor of
M C M,. For the Jones projections ex and eg, for the inclusions K C M and

K, C M, respectively, since F(ex) = Meg, for some scalar A\, we get the next

theorem:

Theorem. If the depth of a given irreducible inclusion N C M is 2, then an interme-
diate subfactor K of N C M is normal in N C M if and only if the depths of N C K

and K C M are both 2.

The author [30] showed that if M is the crossed product N x G of finite group G and
K = N x H, then H is a normal subgroup of Gifandonlyif K C M ~K C K X F
for some finite group F, i.e., the depth of K C M is 2. Hence we see by the previous
theorem that H is a normal subgroup of G if and only if K is a normal intermediate
subfactor of N C M. Therefore our notion of normality for intermediate subfactors

is an extension of that in the theory of finite groups.

2. PRELIMINARIES

2.1. Intermediate subfactors. We recall here some results for intermediate sub-
factors. Let N C M be a pair of type II; factors. We denote by L(IN C M) the set
of all intermediate von Neumann subalgebras of N C M. The set L(N C M) forms

a lattice under the two operations V and A defined by

K1 V K2 = (K1 U Kg)" and K1 A Kg = K1 N Kg.



If the relative commutant algebra N’ N M is trivial, then L(N C M) is exactly the
lattice of intermediate subfactors for N C M. In fact for any K € L(N C M),
ZK)=K'NnK c NNM =C. If M is the crossed product N x, G for an outer
action « of a finite group G, then it is well known that the intermediate subfactor
lattice L(N C M) is isomorphic to the subgroup lattice L(G) (see [18], [19]). In [31]

Y. Watatani proved the next theorem.

Theorem. Let N C M be a pair of type II; factors. If [M : N] < co and N'NM = C,

then L(N C M) is a finite lattice.

Later we were noted that this theorem was shown by S. Popa implicitly [23].

From now on we assume that [M : N] < coand NNNM =C. Let N C M C
M; C M, be the Jones tower of N C M obtained by iterating the basic extension.
Let ey € M; and epr € M,y be the Jones projections for N € M and M C M,
respectively. We denote by F, Ocneanu’s Fourier transform from N’ N M; onto

M'ﬂMz i;e.,
Flz)y=[M: N]_%Eﬁ',(weMeN), r e N n M,

where EY, is the conditional expectation from N’ onto M'. For K € L(N ¢ M), if

ex is the Jones projection for K C M, then ex is an element of N' N M;. In fact

Ky =(M,ex) = JyK'Jy C JyN'Jy = M, and hence ek e K'NK;, C N'NM,.
D. Bisch [1] and A. Ocneanu [21] gave the next characterization of intermediate

subfactors in terms of Jones projections in N' N Mj.
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Theorem. Let p be a projection in N’ N M;. There exists an intermediate subfactor

K € L(N C M) such that p = ek if and only if
(1) p > en,
(2) F(p) = Aq for some A € C and some projection g € M' N M,.

In this case, ¢ is the Jones projection ek, for Ky C M;.

Lemma 2.1. With the above notations, we have
ex = [K : N|[M : N|Ejp (emenex, ),
where Eﬁf is the trace preserving conditional ezpectation form M, onto M.

Lemma 2.2. Let K be an intermediate subfactor for N C M. Let K C M C
KiC Kyand NC M C My C M, be the Jones towers for K C M and N C
M, respectively. If ek, is the Jones projection for Ky C M, then there exists a
x-isomorphism ¢ of Ky onto ex, Maek, such that p(z) = zeg, for ¢ € K; and
o(eXt) = ey, where ekt and ey are the Jones projections for M C Ky and M C Mj,

respectively.
see for example [1], [27].

2.2. Finite dimensional Hopf C*-algebras. In this subsection we recall some
facts about finite dimensional Hopf C*-algebras.
Let H be a finite dimensional Hopf C*-algebra with a comultiplication Ay and an

anti-pode Sy. Let K be a subHopf C*-algebra of H, i.e., K is a *-subalgebra of H,
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Su(K) c K and Ag(K) ¢ K ® K.
Lemma 2.3. Define the subset K+ of H* by
K-={feH |(f,k)=0, VkeK },

where (, ) : H* xH — C is the dual pairing defined by (f,h) = f(h), f € H*,h € H.

Then K* is an ideal of H*.

Proof. Let g be an element of K+ and f an element of H*. Then the element gf of

H* is determined by the equation
(9f,h) = (9® f,Lu(h)), Vh € H.
By virtue of Ag(K) C K® K, we get
(9f,k)=(9® f,Ou(k)) =0, Vk € K.
Therefore gf is an element of K. Similarly, fg € K+. O

By the above lemma, there exists the central projection p € H* such that K+ = pH*.

We put exk =1 —p.

Proposition 2.4. With the above notation, the reduced algebra exH* is the dual

Hopf C*-algebra of K.
Proof. Suppose that k¥ € K and (y,k) =0, Vy € exH*. Then

(f k) = (exf, k) + (pf, k) = (ex f, k) = 0, Vf € H*.
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Therefore k = 0. Conversely, suppose that y € ek H* and (y,k) = 0, Vk € K. Then
y € Kt NegH* = {0}. Hence the form ( , )| m*xk establishes a duality between
K and exH*. So we can identify ex H* with K*. Then for y € K* and k;,k; € K,

we have

(Y, ki1kz) = (Dm-(y), k1 ® k2) = (Agm+(y)(ex ® ex), k1 ® k2).

Hence Ak+(y) = An+(y)(ex @ex). Similarly, we have Sg» = Sy-

K+ by the fact that

(y*, k*) = (Sm-(v), k), Vy € K*, Vk € K.
Therefore ex H* is again a Hopf C*-algebra with the dual algebra K. [

Theorem 2.5. Let H be a finite dimensional Hopf C*-algebra. The number of sub-

Hopf C*-algebras of H 1is finite.

Proof. By the above proposition, the map K — ex from the set of subHopf C*-
algebras of H to central projections of H* is injective. Since the number of central

projections of H* is finite, so is that of subHopf C* algebras of H. O

Remark. Since every finite dimensional Hopf C*-algebra (Kac algebra) admits an

“outer” action on the AFD II; factor [34], the above theorem immediately follows

from [31, Theorem 2.2].

Definition. Let H be any Hopf algebra.
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(1) The left adjoint action of H on itself is given by

(adih)(k) = S hyk(Su(he)), for all h,k € H.
()

(2) The right adjoint action of H on itself is given by

(ad,h)(k) = 3" (Su(hy))khs, for all h,k € H.
(®)

(3) A subHopf algebra K of H is called normal if both (adiH)(K) C K and

(ad,H)(K) C K hold. (See [17, pp. 33].)
The next proposition is useful later.

Proposition 2.6. Let H be a finite dimensional Hopf algebra with a counit eg and
K a subHopf algebra of H. Then K is normal if and only if HK* = KTH, where

K+ = KNkereg.
See for a proof [17, pp. 35].

2.3. Bimodules. In this subsection we recall some facts about the bimodule calcu-
lus associated with an inclusion of type II; factors (see for example [21],[32]).

Let A, B,C be type II; factors and let @« = 4Hg, = 4Kp,v = Lc be A-B,
A-B and B-C Hilbert bimodules, respectively. We write oy for the A-C Hilbert
bimodule 4Hg ®p sLc. We denote by (@, ) the dimension of the space of A-B
intertwiners frorﬁ 4Hp to 4Kp. The conjugate Hilbert space H* of 4Hp is naturally

a B-A bimodule with B-A actions defined by

b-£-a=(a*¢b*)" fora€ A and b€ B,



98

where &* = (-, )y € H* for £ € 4Hg. We denote by @ the conjugate B-A Hilbert

bimodule associated with a.

Proposition 2.7 (Frobenius reciprocity). Let A, B,C be type II, factors, and

a= 4Hg,B = K¢ and v = 4Lc be Hilbert bimodules . Then

(@B, ) = (&, 7B) = (B,a).
See for a proof [21], [32].

Example 2.8. Let M be a type II; factor with the normalized trace 7p;. As usual
we let L2(M) be the Hilbert space obtained by completing M in the norm || z ||;=
™m(z*z), € M. Let n : M — L*(M) be the canonical implementation. Let
J : L*(M) — L?*(M) be the modular conjugation defined by Jn(z) = n(z*), = € M.
For 0 € Aut‘(M ), we define ;,(L*(M)g),,, the M-M Hilbert bimodule, by
(1) ,,(L*(M)g),, = L*(M) as a Hilbert space,
(2) z-€-y=2zJO(Y)*JE, z,y € M, £ € L3(M).

Then for 6,6, 62 € Aut(M) we have
u(DP(M)o) s = 3 (L*(M)g-1) oy

M(LZ(M)01)M ?} M(Lz(M)Oz)M = M(LZ(M)9192)M .

A bimodule o = 4Hp is called irreducible if (o, ) = 1, i.e., Enda.g(aHp) ~ C. If
(a,a) < 00, & = 4Hp, then we can get an A-B irreducible bimodule by cutting 4Hp

by a minimal projection in Ends.g(4Hg).



Example 2.9. Let N C M be an inclusion of type II; factors. We define the N-M
bimodule 5 L*(M),, by actions z-£ -y = zJy*JE, €€ L*(M),z € N,y € M. Then
we can see that End(yL*(M),,) ~ N'N M. In particular, if N'N M = C, then

~L?(M),, is an irreducible N-M bimodule.

The next lemma is well known.

Lemma 2.10. Let N C M be a pair of type I, factors with finite index and M the
basic extension for the inclusion N C M. For 6 € Aut(N), p(L2(M)g)y =~ nL*(M)
if and only if there exists a unitary u € My such that uzu* = 6(x), for allz € N,

where (L*(M)g)y (= L*(M) as a Hilbert space ) is defined as in Ezample 2.8.

Example 2.11. Let v : G — Aut(N) be an outer action of a finite group G on
a type II; factor N. Let M = N x, G be the crossed product and p the N-M
bimodule ,L?*(M),, defined as in Example 29 If {)] g € G} is a unitary im-
plementation for the crossed product, then each element z € M is written in the

form z = Y cq TNy, € N. This implies that the irreducible decomposition of

pp = NL*(M)y is

D N(N_)‘QH‘HZ)N ~ @D N(L2(N)’Yy)N7

geG geG

where  (L*(N),,), is the N-N bimodule as in Example 2.8.
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3. DEFINITION OF NORMAL INTERMEDIATE SUBFACTORS

In this section, we shall introduce the notion of normality for intermediate subfac-
tors and study its properties.

Let N C M be a pair of type II; factors with [M : N] < oco. Let NC M C M; C
M, be the Jones tower of N C M, obtained by iterafing the basic extensions. We

denote by F, Ocneanu’s Fourier transform from N'N M; onto M' N My, i.e.,
Flo)=[M: N]“%Eﬁ',(weMeN)? z € N'N M,

where EY, is the conditional expectation from N’ onto M’

Definition 3.1. Let K be an intermediate subfactor of N C M and ex the Jones

projection for the inclusion K C M. Then we call that K is normal in N C M if

ex and F(ek) are elements of the centers of N' N M; and M' N My, respectively.

Lemma 3.2. Let K be an intermediate subfactor for an irreducible inclusion N C M
of type II, factors with finite index. Let K; and M, be the basic extensions for K C M
and N C M, respectively. Then K is normal in N C M if and only if Ky is normal

in M C Ml-
Proof. Since F(ex) = Aek, for some A € C, it is obvious by the definition. [

Proposition 3.3. Let o : G — Aut(P) be an outer action of a finite group G on a
type I, factor P and H a subgroup of G. Let M be the fized point algebra PH) gnd

N the fized point algebra PG, For K € L(N C M), there is a s'dbgroup Aof G
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such that H C A C G and K = P4, Then K is a normal intermediate subfactor
of N C M if and only if AgH = HgA for Vg € G. In particular, K is normal in

N C P if and only if A is normal subgroup of G.

Proof. Let {uy| g € G} be unitary operators on L?(P) defined by uyn(z) = n(a,(z)),
z € P, where L?(P) and 7 are defined as in Example 2.8. Let P; be the basic
extension for N C P. Then N' NP, = {¥,cq z4uy | z, € C} ~ CG. Let ef; be the
Jones projection for M C P. Then el = ;,;% Y nen Un. Let My be the basic extension

for N C M. Then by Lemma 2.2,

N NM ~ey(N'NP)eyy={> > zgung | z, € C}.
g€G hkeH

Therefore

e¥ € Z(N'NM,) & ehekel(=ek = > ug) € Z(el(N' 0 Pek))

N
g

>

ac

DD Ushgk = ),
acAh,

a€A hkeH

]

Uhgka for Vg eqG

Ed

€H

< AgH = HgA for Vg € G.
Since M’ N M, is a commutative algebra, we get the the result. [

We obviously have the dual version of this proposition by Lemma 3.2.
In [31] Y. Watatani introduced the notion of quasi-normal intermediate subfactors

to study the modular identity for intermediate subfactor lattices.

Definition. Let N C M be an inclusion of type II; factors with finite index and K an

intermediate subfactor of N C M. Then K is quasi-normal (or doubly commuting)
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if for any L € L(N C M),

K <Cc KvL

KAL C L

and

K; C KiVvI
U U

KiANL, C L,

are commuting squares (see for example [5]), where K; and L, are the basic extension

for K ¢ M and L C M, respectively.

Proposition 3.4. Let N C M be an irreducible inclusion of type II, factors with
finite index. If K is a normal intermediate subfactor of N C M then K is quasi-

normal in N C M

Proof. Suppose that the Jones projection ex for K C M is an element of the center
of NN M;. Then for any intermediate subfactor L of N C M, since the Jones

projection eXVL for K C (K V L) is also a central projection in K' N (K V L);, we



have

K <C KVL
U U
KAL C L

is'a commuting square. Similarly, if F(ex) is an element of the center of M' N M,

then

Kl C K1 VL1
U U

KiAL, C Ly

is a commuting square. Therefore if K is normal in N C M, then K is quasi-

normal.

We have a characterization of normal intermediate subfactors in terms of bimod-
ules. Let K be an intermediate subfactor of an irreducible inclusion N C M of type
11, factors with finite index. We note that ey is in the center of N’ N M if and only

if for any T € End(yL*(M)y), TL*(K) C L*(K).

Proposition 3.5. Let K be an intermediate subfactor for an irreducible inclusion
N C M of type II, factors with finite index. Let o be the N-K bimodule yL*(K)y
and B the K-M bimodule L*(M),,. If p is the N-M bimodule af = yL*(M),,

then K is normal in N C M if and only if
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Proof. Since End(yL*(K)y) = N' N (N,eX) ~ ex(N' N M)ex by Lemma 2.2, if
‘eK is an element of the center of N' N Mj, then for any irreducible N-N bimodule
o contained in o@, the multiplicity of ¢ in a@ is equal to the multiplicity of o
in pp. Therefore we have (a@, pp) = (aa,aa). Conversely, suppose that ex is
not an element of the center of N' N M;. Then there exist minimal projections
p~qin (N'N M) such that p € ex(N'N My)ek and ¢ & ex(N' N M;)ek. Therefore
we have (a@, pp) # (o@, o). And hence ek is an element of the center of (N' N M)
if and only if (a@, pp) = (o@, a@). Similarly, we can see that ek, is an element of
the center of (M’ N M) if and only if (88, pp) = (83,808). Since F(ex) = ek, for

some A € C, we get the result. O

Theorem 3.6. Let K be an intermediate subfactor for an irreducible inclusion N C
M of type II; factors with finite index. If the depths of N C K and K C M are both

2, then K is normal in N C M.

Proof. Let o be the N-K bimodule yL?(K), and 8 the K-M bimodule . L*(M),,.

By the assumption, we have

caa~aBad--- Do
[K:Nltimes




and

BBB~foBD - BB
[M:K‘]rtimes

And hence (o@,a@) = (a@a,a) = [K : N] and (88,08) = (86B,8) = [M : K]
by Frobenius reciprocity. Since N C M is irreducible, if p is fhe N-M bimodule

~LA(M) (= aB), then 1 = (p, p) = (af,af) = (@, fB). And hence we have

(a@, pp) = (@, afffa) = (aaa, afB)

= [K : N){a, afp) = [K : N|(@a, 3B) = [K : N},

ie., (aa, pp) = (a@,a@). Similarly, we have (883,pp) = (B6,B86). So we get the

result by Proposition 3.5. [

Proposition 3.7. Let My, No, K be intermediate subfactors for an irreducible inclu-
sion N C M of type II, factors with finite index such that N'C Ny C K C My-C M.

If K is normal in N C M, then K is also normal in Ny C M.

4. NORMAL INTERMEDIATE SUBFACTORS FOR DEPTH 2 INCLUSIONS

It is well-known that the crossed product of a finite dimensional Hopf C* algebra
(Kac algebra) is characterized by the depth 2 condition. In this section we study

normal intermediate subfactors for depth 2 inclusions.

4.1. The action of K'NK; on M. Let N C M be an irreducible, depth 2 inclusion

of type II; factors with finite index. Let N C M C M; C M, be the Jones tower for
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NCM. Weput A= N'NM; and B= M'N M,. Then A and B are dual pair of

Hopf C*-algebras with a pairing
(a,b) = [M : N*r(aeyend), fora € A and b € B,

where ey and ey, are the Jones projections for N C M and M C M,, respectively.

Define a bilinear map A x M — M (denoted by a ® ) by setting
a®z =[M : N|E;j*(azen),
for £ € M and a € A. This map is a left action of Hopf C* algebra A and
N=M*={zeM|a®z=c(a)z, Yac A},
where € : A — C is the counit determined by aey = e(a)en (see [29]).

Proposition 4.1. Let K be an intermediate subfactor of N C M and K; the basic
extension for K C M. We put H = K'N K;. If a is an element of H, then
(M : K]Eﬁ;(ameK) = [M : N)E¥(azey), Vz € M.
This implies K = M¥ ={ze M |a®z =¢(a)z, YVa€ H }.
Proof. Since ex = %Eﬁl (en)by [27], we have

[M : N]
[M : K]

[M : K]Eﬁ1 (azex) = [M : K|EE! (ax E%‘ (eN))
=[M : N|EE: (E,Aé1 (azen))
= [M : N|E;7 (azey)

forVae HandVz e M. O
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4.2. Hopf algebra structures on K' N K;. Let N C M be an irreducible, depth
2 inclusion of type II; factors with finite index and K an intermediate subfactor of
N C M. Then the depth of K C M is not 2 in general. In this subsection we shall
prove that if the depth of K C M is 2, then H = K' N K is a subHopf C* algebra
of A= N'n M.

By Lemma 2.2, there exists an isomorphism ¢ of K, onto ex, Mseg, such that
o(z) = zeg, for z € K, and o(eXt) = ey, where K € M C K; C K, is the Jones

tower for the inclusion K C M and eX! is the Jones projection for M C Kj.
Lemma 4.2. With the above notation, we have

[M : KP?1(heXtexk) = [M : NP*r(heyeno(k))
forVhe H=K' NK; andVk € M'N K,.
Lemma 4.3. Let N C. M be an irreducible, depth 2 inclusion of type I1; factors with
finite indez and K an intermediate subfactor for N C M. Let N C M C M, C M,
and K C M C K; C K, be the Jones towers for N C M and K C M, respectively.

If the depth of K C M is 2, then for any b € M' N M,, there exist elements {z;}, {y:}

of N' N My such that
b= Z ZiemYi
and
> B (zi)emBR (y) € (K' N Kr)en(K' N K1),

where E,Aél is the trace preserving conditional expectation from My onto K.
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Proposition 4.4. Suppose that N C M is irreducible and the depth of N C M is
2. Let K be an intermediate subfactor for N C M and K, the basic extension for
K C M. If the depth of K C M 1is 2, then H = K' N K; is a subHopf algebra of

AZNlﬂMl.

Theorem 4.5. Let N C M be an irreducible, depth 2 inclusion of type II, factors
with finite index and K an intermediate subfactor for N CM LtNCM-C
M, C Mgl and K ¢ M C K; C K, be the Jones towers for NC M and K C M,
respectively. Then the depth of K C M is 2 if and only if ek, is an element of the

center of M' N M, where ek, is the Jones projection for K; C M.

Proof. Suppose that the depth of K C M is 2. Then by the proof of Theorem 3.6,

ek, is an element of the center of M' N M,.

Conversely, suppose that ek, is an element of the center of M "M M,. Then for any

| he H= K'Nn K, we have
~ (Sa(h),b) = (h*,b*) = [M : NJ*r(benenh)
= [M : N)*r(ek,bex,enenh)
= (Sa(h),ex,bex,) forVbe B =M N M,
and hence S4(H) C H. Similarly, for any h € H, we have

(AA(h')am ® y) = (h,xy) = (h‘7 eK1$eK1yeK1)

= (Aa(h),ex,zek, ® ek, yek,) forVz,y € M'N M,,



and hence A4(H) C ‘H ® H. Therefore H is a subHopf algebra of N’ N M;. By

Proposition 4.1, we have K = M. So the depth of K C M is 2. [

We obviously have the dual version by Lemma 3.2.

Remark.. Later we noted by the referee that this theorem follows from the next
characterization of depth 2 inclusions by bimodules: Let N C M be an irreducible
inclusion of type YIII fa,ctors- with finite index and p the N-M bimodule NLA(M),,.
Then the depth of N C M is 2 if and only if kfor any irreducible bimodule y Xy < pp,

dimy X = (X, pp).

Theorem 4.6. Let N C M be an irreducible, depth 2 inclusion of type II, factors
with finite index and K an intermediate subfactor for N C M. Then K is a normal
intermediate subfactor of N C M if and only if the depths of N C K and K C M

are both 2.

Proof. This immediately follows from Theorem 4.5 and Lemma 3.2. O

Theorem 4.7. Let N C M be an irreducible, depth 2 inclusion of type II, factors
with finite index and K an ’intermedz'ate subfactor forvN C M. Then K is a normal
intermediate subfactor of N C M if and only if K' N K, is a normal subHopf algebra
of N' N My, where K, and M, are the basic extensions for N C M and K C M,

respectively.

Proof. Suppose that K is a normal intermediate subfactor of N € M. Then H =
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K'N K, is a subHopf algebra of A = N'NM; by Proposition 4.4. Let e is a counit of
H. Then zex = ep(z)ex for x € H. Therefore HY = HNkerey = H(1—eg). Since
(1 — ek) is an element of the center of A by the assumption, we have H¥A = AH*.
Hence H is a normal subHopf algebra of A by Proposition 2.6. Conversely, we suppose
that H is a normal subHopf algebra of A. Then by Proposition 4.4 and Theorem
4.5, ek, is element of the center of M' N M,. Since H* = H(1 — ek), we have
(1 —ex)A = A(1 —ex) by Proposition 2.6. This implies eg is an element of the

‘center of N' N M; and hence K is a normal intermediate subfactor of N C M. [

4.3. Lattices of normal intermediate subfactors. Let N C M be an irreducible,
depth 2 inclusion of type II; factors with finite index. In this subsection we shall prove
that the set of all normal intermediate subfactors of the inclusion N C M, denoted
by N(N C M), is a sublattice of L(N C M). Moreover, N(N C M) is a modular

=

lattice.

Lemma 4.8. Let L and K be intermediate subfactors of N C M and L, and K,
the basic extensions for L C M and K C M, respectz'bely. Then the basic extension
(LAK); for (LAK) C M is L1V K; and the basic extension (LVK); for (LVK) C M

18 L1 A Kl.

We note that if we denote by e4 the Jones projection for A C M, then for L, K €

L(N C M), we have eax = er Aex. But eryk # er V ek in general (see [27]).



Theorem 4.9. Let N C M be an irreducible, depth 2 inclusion of type II, factors
with finite indezx. Then the set of all normal intermediate subfactors NN Cc M) is

a sublattice of L(N C M)

Proof. Let L and K be normal intermediate subfactors of N C M. Since ey, and ex
are elements of the center of N' N M; by the assumption, we have ez g = e, Aeg €

Z(N' N M) by the above argument. Observe that
(LVE)YN(LVK)=('NnL)N (K NKy).

Since L' N L; and K' N K are invariants under the left and right adjoint action of
NN M, (see Definition in 2.2), so is (L V K)' N (L V K);. Therefore we cani see
that (LV K)' N (L V K); is a normal subHopf algebra N’ N M; by the definition.
Since L V K is a normal intermediate subfactor of N C M by Theorem 4.7, we have
ervk € Z(N' N M;). Applying the same argument for the dual inclusion M C M,

we conclude that LA K and LV K are normal intermediate subfactorsof N C M. O

Corollary 4.10. Let N C M be an irreducible, depth 2 inclusion of type I, factors.

Then N (N C M) is a modular lattice.

Proof. This immediately follows from Proposition 3.4, Theorem 4.9 and [31, Theorem

39. O

Theorem 4.11. Let N C M be an irreducible, depth 2 inclusion of type II, factors

with finite index. Then every mazimal chain from M to N in N(N C M) has the

111



112

same length, i.e., for A;(i =1,2,...,m), B;(j =1,2,...,n) € N(N C M), if
M=A>A >-->A,=N

and
M=By>B;>--+>B,=N,
then m = n, where X > Y means X DY and X D K DY, implies K = X or

K=Y for X,Y,K € N(N C M).

Proof. Since we have the Jordan-Dedekind chain condition holding in modular latte-

ces, this immediately follows from the previous corollary. (see for example [6].) []

Example 4.12. We denote by ‘S’n the symmetric group on n letters, z1,z9, -+ , 2,
and 0 = (1,2,3,---,n) the element of S, with order n and (o) the cyclic group
generated by o. Let v : S, — Aut(P) be an outer action of S, on a type II; factor P
and let N =P C M = P X, S,_1. Then we can see that S, = S,_1(0) = () Sn_1
and S,_1 N (o) = {e}. Therefore the depth of N C M is 2 (see [26, 33]). We put
K = Px,A, 1, where A, _; is the alternating group consists of the even permutations
On Z1,%3,...,Tn-1. If n is odd, then the length of N (N C M) is 3 and if n is even,

then that is 2.
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