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Abstract: This paper studies a domain for a non-interleaving denotational seman-
tics for mobile processes that are defined as a subset of $\pi$-calculus. A domain of
dual bracket structures (DBS’s) is presented. A DBS is a collection of partially
ordered events with the branching structure of a process. The partial order denotes
the causality between events. The branching structure of a process is denoted using
two types of nested brackets ‘[’, $‘ \mathrm{J}$

’ and ‘
$\langle$ ’, $‘\rangle’$ . A semantic mapping from a subset

of $\pi$-calculus to the domain of DBS is presented.

1 Introduction
$\pi- \mathrm{c}\mathrm{a}\mathrm{l}\mathrm{C}\mathrm{u}\mathrm{l}\mathrm{u}\mathrm{s}[\mathrm{M}\mathrm{i}\mathrm{l}92, \mathrm{M}\mathrm{i}\mathrm{l}89\mathrm{a}]$ is an extension of CCS that is equipped with the feature of name
passing and can formally represent concurrent systems consists of “mobile” processes which have
dynamically reconfigurable communication connections. It was intended to provide a theoretical
framework based on a CCS-like processes algebra and the theory of equivalence relations are
investigated as classical process algebras. A number of results are reported on bisimulation
equivalences of processes with name passing. One of the motivations of these studies is that
the bisimilarity defined in the conventional manner as that of CCS is not congruent for prefixing.
A typical example is as follows. Consider two processes $P\equiv x(y)|\overline{v}z$ and $Q\equiv x(y).\overline{v}Z+\overline{v}\mathcal{Z}.x(y)$ .
It is easy to show $P\approx Q$ in conventional sense using the expansion rule. However $w(x).P$ is

not bisimilar to $w(x).Q$ because $w(x).P^{w} \frac{(a\backslash }{/}arrow \mathrm{o})_{\tau}$ but $w(x).Q^{w}\prec^{a)}*($ .
This informs us that $P$ and $Q$ are different processes in the sense that $x(y)$ and $\overline{v}z$ can

happen concurrently in $P$ , on the other hand, $x(y)$ and $\overline{v}z$ must happen sequentially in $Q$

though we do not mind the order.
This reminds us a limit of interleaving models in mobile processes. Interleaving models are

justified by the assumption that any concurrent process can be regarded as a sequential non-
deterministic process. But as the above example shows, two events in a concurrent process may
be executed simultaneously in a certain context. Thus a process with a composition operator
cannot be regard as a process with no composition operator without considering its context,
if it is equipped with name passing facility. We need a new equivalence that distinguish $a|b$

and $ab+ba$ . That is one of the motivation for a concurrent (non-interleaving) model of mobile
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processes.

It was reported that true concurrency can be a helpful idea to obtain a congruence relation
of mobile processes [Oda]. It was reported that we can obtain a congruence relation that is
defined in the manner defining conventional bisimulation relation except using the notion of
multi action. Multi action is an extension of the notion of actions in conventional $\pi$-calculus.

This paper studies a domain for a non-interleaving denotational semantics for mobile pro-
cesses that are defined as a subset of $\pi$-calculus. A domain of dual bracket structures (DBS’s)
is presented. A DBS is a collection of partially ordered events with the branching structure of
a process. The partial order denotes the causality between events. The branching structure
of a process is denoted using two types of nested brackets ‘[’, $‘ \mathrm{I}$

’ and ‘
$\langle$ ’, $‘\rangle’$ . If two events $a$

and $b$ are in the scope of ‘[’ and $‘ \mathrm{I}$

’ , then $a$ and $b$ are in the common branch of the process
and are executed concurrently or sequentially in one particular history. In this case, if there
is an order between $a$ and $b$ then they are executed sequentially. On the other hand, if they
are incomparable, they can happen concurrently. If $a$ and $b$ are in the scope of ‘

$\langle$

’ and $‘\rangle$ ’, they
are in the different blanch of the process and only one of them happens in its execution. If
$a$ and $b$ are in both ‘[’ , $‘ \mathrm{J}$

’ and ‘
$\langle$

’ , $‘\rangle$

’ as [ $\ldots\langle\ldots a, \ldots b, \ldots\rangle,$ $\ldots \mathrm{I}$ , the innermost pair has priority.
For example, consider a DBS: [$a,$ $b,$ $\langle c, d\rangle \mathrm{I}$ where $a\prec b,$ $a\prec c$ and $a\prec d$ . In this example,
$a$ happens before others. $c$ and $b$ can happen concurrently, and $d$ and $b$ also do. But $c$ or $d$

happens exclusively. Thus this DBS denotes a process such as $a.(b|(c+d))$ .
We present a preorder relation on the set of DBS’s. The preorder is defined using the idea

similar to (bi)simulation of processes in CCS or $\pi$-calculus. Intuitively, for DBS’s $\delta_{1},$ $\delta_{2},$ $\delta_{1}$ is
smaller than or equal to $\delta_{2}$ if and only if for any set of events $\hat{\alpha}$ , if $\hat{\alpha}$ can happen in $\delta_{1}$ initially,
then $\hat{\alpha}$ can also happen in $\delta_{2}$ initially and the derivative of $\delta_{1}$ by $\hat{\alpha}$ is also smaller than the
derivative of $\delta_{2}$ by $\hat{\alpha}$ . Note that “the rest of $\delta_{i}$

” does not mean that “a process that invoked
after $\alpha$

” because events in $\alpha$ and events in the rest of $\delta_{i}$ can happen concurrently. That means
“a process that must be invoked if we commit to do all events in $\alpha$”. We define a partial order
and an equivalence relation between DBS’s using the preorder.

We present a semantic mapping from a set of mobile processes that is a fragment of $\pi-$

calculus to the set of DBS’s.

2 Dual Bracket Structures

2.1 Basic Idea
In this section, we define the notion of dual bracket structures: $DBS$. A DBS is a collection of
partially ordered events with the branching structure of a process. In that sense, the notion of
DBS is very much like to the notion of sets. But a DBS is not just a ’flat’ collection of elements.
It has nested brackets unlike sets.

The difference between a partially ordered set and a DBS is similar to the difference between
a sequence and a tree. A sequence of events is a set of occurrences of actions that are linearly
ordered, such as $a\prec b\prec c\ldots$ A tree is not just a set of sequence but it has the branching
structure. For example a set of sequences {ab, $ac$} may be the set of traces of a tree of Fig 1 or
a tree of Fig 2 that are not equivalent.
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$\mathrm{c}$

Fig. 1 Fig. 2

Thus a tree is a collection of traces with the branching structure. Using the branching structure,
we can define finer equivalences between processes than the trace equivalence that is too coarse.

The basic idea of the notion of DBS is an extension of the idea that a tree is a collection
of linearly ordered sets with the branching structure to partially ordered sets. The branching
structure of a process is denoted by two type of brackets [, I and $\langle, \rangle$ that appears in a collection
of events. The basic rules are as following.

$\bullet$ For two events $a$ and $b$ , if the innermost pair of brackets that parenthesis them is $[$ , $\mathrm{J}$ ,
then both of them may occur concurrently (if $a$ and $b$ are not ordered) or sequentially (if
they are ordered). It never happens that only one of them occurs exclusively.

$\bullet$ If the innermost pair is $\langle, \rangle$ , then at most only one of them occurs. It never happens that
both of $a$ and $b$ occur.

To make it simple, we start with examples of DBS that are syntactic codings of trees.
Consider the t.ree of Fig 2 in which $a\prec b.\mathrm{a}$nd $a\prec c$ and $c$

. or $b$ occurs exclu,sively. The tree is
denoted as,

$[a,$ $\langle b, c\rangle \mathrm{J}$ .

Note that the innermost pair of brackets that has $b$ and $c$ is $\langle, \rangle$ . It means that $b$ or $c$ occurs
exclusively. On the other hand the innermost brackets which has both of $a$ and $b$ (or $c$) is $[$ , $\mathrm{I}$ ,
that means both of $a$ and $b$ (or $a$ and $c$) occur. Thus we can reconstruct the tree of Fig. 2
from the DBS [$a,$ $\langle b, c\rangle \mathrm{J}$ and the orderings $a\prec b$ and $a\prec c$ .

For the case of Fig. 1, we must distinguish two occurrences of $a’ \mathrm{s}$ . We denote the first $a$

that proceeds $b$ as $a_{1}$ and the second $a$ that proceeds $c$ as $a_{2}$ .
The DBS that denotes the tree as Fig 2 is

$\langle[a_{1}, b\mathrm{J}, [a_{2}, c\mathrm{J}\rangle$

where $a_{1}\prec b$ and $a_{2}\prec c$ . In this case, the innermost brackets enclosing $a_{1}$ and $a_{2}$ is $\langle, \rangle$ , then
$a_{1}$ and $a_{2}.\mathrm{o}\mathrm{c}\mathrm{c}\mathrm{u}\Gamma \mathrm{S}$ ex.clusively.

The $\mathrm{f}_{\mathrm{o}\mathrm{r}\mathrm{m}\mathrm{a}}.1$ definition of DBS is presented in the next section.

2.2 Defin.ition of DBS
Let Act be a set of actions that consists of silent action $\tau$ , input actions such as $x(y)$ , free output
actions such as $\overline{x}y$ and bound output actions such as $\overline{x}(y)$ . We consider a partially ordered set
$S$ such that each element of $S$ is labeled with an element of Act. $S$ is intended to denote the
set of occurrences of actions. Each element of $S$ is called an event.
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Definition 1
Let $S$ be a set of events with a partial order $\prec$ and $D_{S}$ be a set defined from $S$ as the

greatest $X$ that satisfies the equation:

$X=\{\langle\rangle, [\mathrm{I}\}\mathrm{X}2^{(}S\cup \mathrm{x})$ .

In other words, $\delta\in D_{S}$ is a tuple of a pair of brackets ( $\langle,$ $\rangle$ or $[\mathrm{I}$ ) and a number of elements
from $S\cup D_{S}$ .

For example, $([\mathrm{J}, \{a, (\langle\rangle, \{b, c\})\})\in D_{S}$ if $a,$ $b,$ $c\in S$ . We denote this as [$a,$ $\langle b, c\rangle \mathrm{J}$ for
convenience. If there is no confusion, we drop $S$ from $D_{S}$ and write as $D$ .

We are interested in the greatest fixpoint of the equation because of interests to infinite
executions of processes. However not all of elements in $D$ make sense as the meanings of
processes. For example, an infinitely nested brackets such as $\langle$ [ $\langle[\cdots \mathrm{I}\rangle \mathrm{I}$ is in $D$ but.w.e cannot
say what it means. (A finitely nested brackets such as $\langle[\mathrm{J}\rangle$ means no $ac.t_{\dot{i}\mathit{0}}n.$ )

We need more restrictions for the elements of $D_{S}$ to define DBS.

Definition 2
For $\delta\in D_{S},$ $\leq,$ $\mathrm{E}$ and $+(\subset S\cup D_{S}\cross D_{S})$ and $\in*(\subset S\cross D_{S})$ are defined as follows

respectively.

1. If $\delta=(\langle\rangle, s_{1}),$ $s\leq\delta$ for any $s\in S_{1}$ .

2. If $\delta=([\mathrm{J}, S_{1}),$ $s\mathrm{E}\delta$ for any $s\in S_{1}$ .

3. If $s\mathrm{E}\delta$ or $s\leq\delta$ , then $s+\delta$ .

4. The $\mathrm{r}\mathrm{e}\mathrm{l}\mathrm{a}\mathrm{t}\mathrm{i}\mathrm{o}\mathrm{n}\in^{*}\subset S\cross D_{S}$ is defined as follows.

(a) If $s+\delta$ and $s\in S$ then $s\in^{*}\delta$ .

(b) If $\delta’+\delta$ and $s\in^{*}\delta’$ then $s\in^{*}\delta$ .

Example 1
If $a\in S$ and $\delta\in D_{S}$ ,

1. $a\leq\langle\ldots, a, \ldots\rangle,$ $\delta\leq\langle\ldots, \delta\ldots\rangle$

2. a $\mathrm{E}$ $[$ . . . , $a,$ $\ldots \mathrm{I},$ $\delta \mathrm{E}$ $[$ ... , $\delta\ldots \mathrm{J}$

3. $a+\langle\ldots, a, \ldots\rangle,$ $\delta+\langle\ldots, \delta\ldots\rangle$

4. $a+[\ldots,$ $a,$ $\ldots \mathrm{I},$ $\delta+[\ldots,$ $\delta\ldots \mathrm{J}$

5. $a\in*[\ldots,$ $a,$ $\ldots \mathrm{I}$

6. $a\in*\langle.*\cdot, [..., \langle. .., a, \ldots\rangle, \ldots \mathrm{I}, \ldots\rangle$

For $s_{1},$ $s_{2}\in^{*}\delta(s_{1}, s_{2})\in S)$ , if the innermost pair of brackets that has both of $s_{1}$ and $s_{2}$ is
“[

$,$

$\mathrm{I}$ ”, then we say that $s_{1}$ and $s_{2}$ are compatible in $\delta$ , and if the innermost pair is “
$\langle, \rangle$

” then
we say that $s_{1}$ and $s_{2}$ are exclusive.
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Note that the partial order $”\prec$ ” of two events $s_{1}$ and $s_{2}$ makes sense only if $s_{1}$ and $s_{2}$ are
compatible, because if they are exclusive then only one of them occurs. We need not to con-
sider the causality between two exclusive events. Thus we can assume that for any $s_{1}$ and $s_{2}$ ,

if $s_{1}\prec s_{2}$ then they are compatible. (If not, we redefine $”\prec$” as the intersection of $”\prec$ ” and the
compatibility.)

Definition 3
$\delta$ is a finitely nested empty pair if,

$\bullet\delta\in\{(\langle\rangle, \emptyset), ([\mathrm{I}, \emptyset)\}$ or

$\bullet$ for any $\delta’+\delta,$ $\delta’$ is a finitely nested empty pair.

Definition 4.
An equivalence $\mathrm{r}\mathrm{e}\mathrm{l}\mathrm{a}\mathrm{t}\mathrm{i}_{\mathrm{o}\mathrm{n}}\simeq \mathrm{o}\mathrm{n}D$ is defined as the smallest equivalence relation satisfying:

1. $\delta\simeq\delta$.

2. $(\langle\rangle, D)\simeq(\langle\rangle, D\backslash \delta)$ and $([\mathrm{J}, D)\simeq([\mathrm{I}, D\backslash \delta)$ if $\delta$ is an finitely nested empty pair.

3. $(\langle\rangle, \{(\langle\rangle, D_{1})\}\cup D_{2})\simeq(\langle\rangle, D_{1}\cup D_{2})$ and $([\mathrm{I}, \{([\mathrm{J}, D_{1})\}\cup D_{2})\simeq([\mathrm{J}, D1\cup D2)$ .

4. $(\langle\rangle, \{\delta\})\simeq\delta$ and $([\mathrm{J}, \{\delta\})\simeq\delta$ if $\delta\not\in S$ .

5. $(\langle\rangle, \{s\})\simeq([\mathrm{I}, \{s\})$ if $s\in S$ .

The second equations mean that empty process can be ignored. Namely,

$\langle[\mathrm{J}, \delta_{1}, \ldots, \delta_{j}, \ldots\rangle\simeq\langle\delta 1, \ldots, \delta j, \ldots\rangle$

and
$[\langle\rangle,$ $\delta_{1,\ldots,j}\delta,$ $\ldots \mathrm{J}\simeq[\delta_{1},$

$\ldots,$
$\delta_{j,\ldots \mathrm{I}}$ .

The equations listed in 3. can be rewritten as:

$\langle\langle\delta_{1}, \delta_{2}, \ldots, \delta_{i}, \ldots\rangle, \delta^{;}\delta’\ldots, \delta’\ldots\rangle 1’ 2’ j’\simeq\langle\delta 1, \delta 2, \ldots, \delta_{i}, \ldots, \delta_{1’ 2}’\delta’, \ldots, \delta_{j}’, \ldots\rangle$

and
$[[\delta_{1},$ $\delta_{2},$

$\ldots,$
$\delta_{i},$

$\ldots,$
$\mathrm{I},$ $\delta’\delta 1’ 2/,$

$\ldots,$
$\delta_{j}^{l},$ $\ldots \mathrm{I}\simeq[\delta 1,$ $\delta 2,$

$\ldots,$
$\delta i,$

$\ldots,$
$\delta_{1}’,$ $\delta_{2}^{l},$

$\ldots,$
$\delta’j’\cdots \mathrm{I}\cdot$

These equations reminds us that the parallel composition and the sum of processes are as-
sociative.

The set of equations 4. means that if a pair of brackets have one $\delta$ only the the brackets
can be removed. For example, consider a DBS: $\delta=[\langle\ldots\rangle \mathrm{I}\cdot$ It is obvious that there is no pair
of elements in $\delta$ that the outermost [, I is the innermost pair of brackets which have both of
the elements in their scope, because any element of $\delta$ is at least in the scope of $\langle, \rangle$ that appear
outermost but one. Thus removing the outermost pair does not affect any pair of elements in
$\delta$ . Thus

$[\langle\ldots\rangle \mathrm{J}\simeq\langle\ldots\rangle$ .
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Intuitively, this equality means that if the number of processes composed by parallel composition
is one then we need not to consider the parallel composition. We can also justify the next
equation, namely

$\langle[\ldots \mathrm{I}\rangle\simeq \mathrm{I}\cdots \mathrm{I}\cdot$

Intuitively, this means if the choice is only one at a branching point then it is equal to no
branching there.

The equation 5. can be rewritten as,

$\langle s\rangle\simeq[S\mathrm{I}$

if $s$ is an event. It can be regarded as a special case of the previous equations.

Not that for any events $s_{1},$ $s_{2}(s_{1}\neq s_{2})\in^{*}\delta$ and for any $\delta’$ such that $\delta’\simeq\delta$ , if $s_{1}$ and $s_{2}$ are
compatible (exclusive) then they are also compatible (exclusive) in $\delta’$ .

We define $\hat{D}\equiv D_{S}/\simeq$ .

Definition 5 (Dual Brackets Structure, $DBS$)
For $\delta\in\hat{D},$ $\delta$ is a dual bracket structure $(DBS)$ on $S$ if for all $s\in^{*}\delta,$ $s\in S$ or $\delta$ is a finitely

nested empty pair.
This condition is for avoiding infinite nesting brackets without containing any events.
The set of all DBS’s defined on $S$ is denoted as $\overline{D}_{S}(\subset\hat{D})$ . We drop $S$ and denote $\overline{D}$ if there

is no confusion.

Definition 6 (prefix)
A finite set of events $\hat{\alpha}(\subset S)$ is a prefix of $\delta(\in\overline{D})$ if:

$\bullet$ for any $s_{1},$ $s_{2}\in^{*}\delta$ , if $s_{1}\prec s_{2}$ and and $s_{2}\in\hat{\alpha}$ , then $s_{1}\in\hat{\alpha}$ .

$\bullet$ for all $s_{1},$ $s_{2}\in\hat{\alpha},$ $s_{1}$ and $s_{2}$ are compatible in $\delta$ .

Example 2
Consider a DBS $\langle[a, b\mathrm{I}, [c, \langle[d, e\mathrm{I}, [f, g\mathrm{J}\ldots\rangle, \ldots \mathrm{J}, \ldots\rangle$ where $a\prec b,$ $c\#\# d,$ $c\neq\neq f,$ $d\prec$

$e,$ $f\prec g$ , then:

$\bullet$ $\{a\}$ is a prefix.

$\bullet$ $\{c\},$ $\{d\},$ $\{f\},$ $\{c, d\}$ and $\{c, f\}$ are prefixes.

$\bullet$ $\{b\},$ $\{a, b\},$ $\{c, e\},$ $\{g\}$ are not prefixes.

$\bullet$ $\{a, c\},$ $\{d, f\}$ are not prefixes.

Definition 7 (sub DBS)
Let $\delta$ be a DBS. The sub-DBS’s of $\delta:sub(\delta)$ is the largest set that is defined as follows.
For any $\delta’\in sub(\delta)$ , one of the followings holds.

$\bullet\delta’$ is $\delta$ ,

$\bullet$ $\delta=\langle\delta_{1}, \ldots, \delta_{i}, \ldots\rangle$ and $\delta’\in sub(\delta_{i})$ for some $i$ ,
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$\bullet$ $\delta=[\delta_{1},$
$\ldots,$

$\delta_{i},$ $\ldots \mathrm{I}$ and $\delta’=\mathrm{I}^{\delta_{1}’},$

$\ldots,$
$\delta’,$$\ldots \mathrm{I}i$ where $\delta_{i}’.\in sub(\delta_{i})$ for all $\dot{i}$ and for any $s\in^{*}\delta’$ ,

$\forall s’,$ $(s\in*\delta/\wedge S’\not\in*\delta’\Rightarrow s\mu_{S’})$ , or

$\bullet\delta=([\mathrm{J}, S_{1})$ ( $=[s_{1},$ $s_{2,\ldots,}$ S , $\ldots \mathrm{J}$ ) for $S_{1}=$ { $s_{1},$ $s_{2,\ldots,}$ S, $\ldots$ } $\subset S$ , $\delta^{j}=([\dot{\mathrm{J}}, s_{1}’)(=$

[$s_{1}^{l\prime},$$s_{2’\cdots,j}s’,$ $\ldots \mathrm{J})$ where $S_{1}’\subset S_{1}$ and $\forall s_{j}’\mathrm{E}\delta’,$ $\forall s_{i}\mathrm{E}\delta,$ $(s_{j}’\prec s_{i}\Rightarrow s_{i}\in\delta’)$ .

For a set of DBS’s $\triangle,$
$\delta$ is maximal in $\triangle$ when for any $\delta’\in\triangle$ if $\delta\in sub(\delta^{J})$ then $\delta’=\delta$ .

Definition 8 Derivative of a DBS .

Let $\delta$ be a DBS and $\hat{\alpha}$ be a prefix of $\delta$ . $\delta’$ is a derivative of $\delta$ by $\hat{\alpha}$ iff $\delta’$ is a maximal DBS
in the set of DBS’s that satisfy the following conditions.

$\bullet\delta’\in sub(\delta)$ ,

$\bullet$ for all $s\mathrm{E}\delta’,$ $s\not\in\hat{\alpha}$ ,

$\bullet$ for all $s\mathrm{E}\delta’$ and $s’\in\hat{\alpha},$ $s$ and $s’$ are compatible in $\delta$ .

Intuitively, $\delta’$ should be done if we committed to perform $\hat{\alpha}$ initially. Note that $\delta’$ do not
have to be done afler $\hat{\alpha}$ but may done with $\hat{\alpha}$ in parallel.

Example 3
Let $\delta=\langle[a, b\mathrm{J}, .[c, \langle.[d, e\mathrm{J}, [f, g\mathrm{J}\ldots\rangle \mathrm{I}, \ldots\rangle$ where $a\prec b,$ $c\neq\neq d,$ $c\neq\neq f,$ $d\prec e,$ $f\prec g$ , as

example 2.

$\bullet$ [ $b\mathrm{J}$ is a derivative of $\delta$ by $\{a\}$ .

$\bullet$ $\langle[d, e\mathrm{J}, [f, g\mathrm{J}\ldots\rangle$ is a derivative of $\delta$ by $\{c\}$ .

$\bullet$ [$e\mathrm{J}$ is a derivative of $\delta$ by $\{c, d\}$ .

Definition 9 (simulation)
Let $\mathcal{R}\subset\overline{D}\cross\overline{D},$ $\mathcal{R}$ is a simulation iff the following condition holds.

For any $(\delta_{1}, \delta_{2})\in \mathcal{R}$ , if for any prefix $\hat{\alpha}$ of $\delta_{1}$ and any derivative $\delta_{1}’$ of $\delta_{1}$ by $\hat{\alpha}$ , there
exists a derivative $\delta_{2}’$ of $\delta_{2}$ by $\hat{\alpha}’$ and $(\delta_{1}’, \delta_{2}’)\in \mathcal{R}$ .

where $\alpha’$ is a prefix of $\delta_{2}$ such that there is a one-to one mapping $f$ from $\alpha$ to $\alpha’$ and $f(s)$ is an
occurrence of the same action to $s$ and $f$ is order preserving.

Definition 10
The binary relation $\subset\subset\overline{D}\cross\overline{D}$ is defined as follows.

$\subset\equiv$
$\bigcup_{i\in \mathcal{T}}\mathcal{R}_{i}$

where $\{\mathcal{R}_{i}|\dot{i}\in \mathcal{I}\}$ is the collection of all simulations.

Example 4
Let $a\prec b,$ $c\neq\neq d,$ $c\neq\neq f,$ $d\prec e,$ $f\prec g$ , as example 2.

$[a,$ $b\mathrm{J}\subset\langle[a, b\mathrm{J}, [c, \langle[d, e\mathrm{J}, [f, g\mathrm{I}\cdots\rangle \mathrm{I}, \ldots\rangle$
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$[c,$ $d,$ $e\mathrm{I}\subset\langle[a, b\mathrm{J}, [c, \langle[d, e\mathrm{I}, [f, g\mathrm{I}\cdots\rangle \mathrm{I}, \ldots\rangle$ .

Definition 11
The binary $\mathrm{r}\mathrm{e}\mathrm{l}\mathrm{a}\mathrm{t}\mathrm{i}_{\mathrm{o}\mathrm{n}}\approx\subset\overline{D}\cross\overline{D}$ is defined as follows.

$\delta_{1}\approx\delta_{2}$ iff $\delta_{1}\subset\delta_{2}$ and $\delta_{2}\subset\delta_{1}$ .

Obviously $\subset \mathrm{i}\mathrm{s}$ transitive and reflexive. Thus we have the following proposition.

Proposition 1
$\approx \mathrm{i}\mathrm{s}$ an equivalence relation.

Definition 12

1. Let $DBS\equiv\overline{D}/\approx$ .

2. Let $\subseteq\subset DBS\cross DBS$ be the partial order defined $\mathrm{f}\mathrm{r}\mathrm{o}\mathrm{m}\subset \mathrm{i}\mathrm{n}$ standard way.

2.3 CPO of DBS
Now we can show that every $\delta\in\overline{D}$ has a normal form $\mathrm{w}\mathrm{r}\mathrm{t}\approx$ .

Definition 13
Let $\delta$ be a DBS. For $\hat{\alpha}\subset S$ and a DBS: $\delta’$ , if $\delta$ is $([\mathrm{J},\hat{\alpha}\cup\{\delta’\})$ where $\hat{\alpha}$ is a prefix of $\delta$ and

$\delta’$ is the unique derivative of $\delta$ , then we denote $\delta$ as [$\hat{\alpha}$ ; $\delta’\mathrm{J}$ . Furthermore, let $\delta=[\hat{\alpha}$ ; $\delta \mathrm{J}$ for
$\hat{\alpha}\subset S$ and a DBS: $\delta’$ . For any $\hat{\alpha}’\subset S$ and $\delta’$ such that $\delta=[\hat{\alpha}’$ ; $\delta’\mathrm{I}$ , if $\alpha\subset\alpha’$ implies $\alpha=\alpha’$

then [$\hat{\alpha}$ ; $\delta \mathrm{J}$ is a maximal prefix form of $\delta$ and denoted as [ $\hat{\alpha}$ ;; $\delta \mathrm{J}$ .

Definition 14 (normal form)
For $\overline{\delta}\in\overline{D}$ is in normal form if the following condition holds.

$\overline{\delta}$ is
$\langle[\hat{\alpha}_{1};;\overline{\delta}_{1}\mathrm{J}, \ldots[\hat{\alpha}_{i};;\overline{\delta}_{i}\mathrm{I}, \ldots\rangle$ .

(or $[\hat{\alpha}_{1}$ ;; $\overline{\delta}_{1}\mathrm{J}$ if $\overline{\delta}=\langle[\hat{\alpha}_{1}$ ;; $\overline{\delta}_{1}\mathrm{I}\rangle.$ ) and each $\overline{\delta}_{i}$ is also in normal form.

Proposition 2
For all $\delta\in\overline{D}$ , there exists a DBS $\overline{\delta}$ such that

$\overline{\delta}\approx\delta$

and is in normal form
Now we can assume that every $\delta\in DBS$ is in normal form. We define the GLB operation

on $DBS$ .

Definition 15 (GLB operation)
Let $\delta_{1},$ $\delta_{2}\in DBS$ (and they are normal form). The binary operation $\Pi$ : $DBS\cross DBSarrow$

$DBS$ is defined as follows.

1. $\delta_{1}\Pi\delta_{2}$ is a normal form of $\langle. . . , \delta_{1i}\Pi\delta_{2j}, \ldots\rangle$ where $\delta_{k}\equiv\langle\delta_{k1,k2\cdot\cdot kl}\delta,.\delta, \ldots\rangle$ .
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2. $\delta_{1}\cap\delta_{2}$ is a normal form of [$\hat{\alpha}_{1}\cap\hat{\alpha}_{2},$ $\mathrm{i};\delta_{1}’\cap\delta_{2}’\mathrm{J}$ if $\delta_{k}\equiv[\hat{\alpha}_{k}$ ;; $\delta_{k}’\mathrm{J}$ .

Proposition 3
For any $\delta_{1},$ $\delta_{2}\in DBS$ ,

1. $\delta_{1}\cap\delta_{2}\subseteq\delta_{1}$ and $\delta_{1}\cap\delta_{2}\subseteq\delta_{2}$ .

2. If $\delta\subseteq\delta_{1}$ and $\delta\subseteq\delta_{2}$ then $\delta\underline{\subset}\delta_{1}\cap\delta_{2}$ .

Now we can show that $DBS$ is a CPO $\mathrm{w}\mathrm{i}\mathrm{t}\mathrm{h}\subseteq$ .
Proposition 4

1. For any directed subset $\triangle$ of $DBS$ , there exists a GLB of $\Delta$ .
$\mathrm{P}\mathrm{r}\mathrm{o}\mathrm{o}\mathrm{f}\cdot$. (outline)

$\langle\delta_{1}, \delta_{2}, \ldots, \delta_{i}, \ldots\rangle$ is the GLB of $\triangle$ where $\delta_{1},$ $\delta_{2},$

$\ldots,$
$\delta_{i},$

$\ldots$ is the collection of all lower
bounds of $\triangle$ .

2. $DBS$ has the greatest element.

Proof: (outline)
$\langle[\alpha_{1} ;; \delta_{1}\mathrm{Q}, \ldots, [\alpha_{i} ;; \delta_{j}\mathrm{I}, \ldots\rangle$ is the maximum element of $DBS$ where $\alpha,$ $\ldots\alpha_{i},$ $\ldots$ is the
collection of all subset of $S$ and $\delta_{1},$ $\delta_{2},$

$\ldots,$
$\delta_{i},$

$\ldots$ is the collection of all DBS’s.

3 Semantics of Mobile Processes
This sections presents a set of rules that maps mobile processes to a DBS. Processes are given
using a subset of $\pi$-calculus $[\mathrm{M}\mathrm{i}\mathrm{l}89\mathrm{a}]$ .

3.1 Syntax

This section presents the syntax of $\pi$-calculus. In this paper, we adopt a subset that consists
of nill, prefix, sum, composition, hiding and constants.

Let $N$ be a set of names, and use $x,$ $y,$ $z,$ $u,$ $v,$ $w,$ $\ldots$ for names. We denote processes using
meta-variables $P,$ $Q,$ $R,$ $\ldots$ . An action is a silent action denoted as $\tau$ , a free output action $\overline{x}y$ ,
a bound output action $\overline{x}(y)$ or an input action $x(y)$ .

The set of processes are defines as follows.

nill $0$

prefix $\overline{x}y.P$, $x(y).P$, $\tau.P$

sum $P+Q$

composition $P|Q$

hiding $(x)P$

constant $A(y_{1}, \ldots , y_{n})$
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We omit replication !, but use defining equations:

$A(y_{1}, \ldots, y_{n})=^{\mathrm{e}}P\mathrm{d}\mathrm{f}$

for recursive definitions. We also rule out match $[x=y]P$ operations because, we consider the
match operation is introduced with the motivation to maintain the validity of the expansion
rule in the framework of interleaving approach.

The intuitive operational semantics of processes is similar to the conventional one $[\mathrm{M}\mathrm{i}\mathrm{l}89\mathrm{a}]$ .
$0$ is a process of no-action. $\overline{x}y.P$ outputs $y$ using a port $x$ first and then behaves like P. $\tau.P$ is
similar to that of CCS. $x(z).P$ inputs a name $y$ using the port $x$ first then behaves like $P\{y/z\}$

where $P\{y/z\}$ is the process that is obtained form $P$ by replacing all $z$ with $y$ . $P+Q$ behaves
like $P$ or like Q. $(x)P$ behaves like $P$ but does not use the port $x$ for communications with
outside. $A(y_{1}, \ldots y_{n})$ behaves like $P$ if $A(y_{1}, \ldots, y_{n})=^{\mathrm{e}}P\mathrm{d}\mathrm{f}$.

As the purpose of this paper is to define a semantics that distinguish $a|b$ and $a.b+b.a$ ,
we will define a slightly different semantics for $P|Q$ from the conventional semantics. $P|Q$ is
concurrent execution of $P$ and $Q$ . Thus $P|Q$ may behave like the interleaving of $P$ and $Q$ , and
actions in $P$ and actions in $Q$ may arise simultaneous.

We introduce the conventional syntactic $”\equiv$” relation define as follows and we identify two
processes $P$ and $Q$ if $P\equiv Q$ .

$\bullet$ If $P$ is $\alpha$-convertible to $Q$ , then $P\equiv Q$ .

$\bullet$ $P|0\equiv P_{\tau}P|Q\equiv Q|P_{\backslash }P|(Q|R)\equiv(P|Q)|R$

$\bullet$ $(x)0\equiv 0_{\mathrm{Y}}(x)(y)P\equiv(y)(x)P$

$\bullet$ If $x$ is bound in $P$ then $(x)(P|Q)\equiv P|(x)Q$

We alos use the notion of free names and boud names as usual. Notations such as $fn(P),$ $bn(P),fn(\alpha)$

and $bn(\alpha)$ are used in conventional manner.
We define the syntactic derivative of processes.

Definition 16
For an action $\alpha$ and a process $P$ , the syntactic derivative of $P$ by $\alpha$ is a set of processes

defined as follows and denoted as $P/\alpha$ .

1. $0/\alpha=\emptyset$

2. $x(z).P/\alpha=\{$ $\emptyset\{P\{y/Z\}\}$
if $\alpha=x(y)$

otherwise

3. $\overline{x}z.P/\alpha=\{$ $\emptyset\{P\}$
if $\alpha=\overline{x}z$

otherwise

4. $\overline{\tau}.P/\alpha=\{$ $\emptyset\{P\}$
if $\alpha=\tau$

otherwise

5. $(P+Q)/\alpha=P/\alpha\cup Q/\alpha$
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6. $(x)P/\alpha=\{$

$\emptyset$ if $\alpha=x\{y$ ) or $\overline{x}y$

$\{P’|P’\in P/\alpha\}$ if $\alpha=\overline{y}(x)$

$\{(x)P’|P’\in P/\alpha\}$ otherwise

7. $(P|Q)/\alpha=$

’

$\{P’|Q|P’\in P/\alpha\}\cup\{P|Q’|Q’\in Q/\alpha\}$ if $\alpha\neq\tau$

$\{P’|Q|P’\in P/\tau\}\cup\{P|Q’|Q’\in Q/\tau\}\cup$

$\{P’|Q’|P’\in P/\overline{x}y, Q’\in Q/x(y), y\in N\backslash bn(Q)\}\cup$

$\sim\{(w)(P’|Q’)|P’\in P/\overline{x}(w), Q’\in Q/x(w)\}$ if $\alpha=\tau$

This syntactic derivative is defined in the manner that is very similar to the rules of la-
beled transition system in the interleave semantics of $\pi$-calculus. Namely $P’\in P/\alpha$ is almost
equivalent to $Parrow P’\alpha$ . However the intuitive meaning of the syntactic derivative defined here
is slightly different from the notion of derivative in interleaving semantics. $Parrow P’\alpha$ means that
$P$ becomes $P’$ afler $\alpha$ in the interleaving semantics. On the other hand, $P’\in P/\alpha$ means that
if you decided to do $\alpha$ then $P’$ my be a process that should be done. There is no requirement
for the order of $\alpha$ and $P’$ in this notation. Sometimes actions in $P’$ can be done before $\alpha$ .

3.2 Semantic mapping
In the following definition, the subscript of an event (for example $\alpha$ of $init_{\alpha}$ ) denotes the label
of the event. ..
Definition 17

Let $S$ be a partially ordered set such that each element is labeled with an action on N. $\lceil\cdot\rceil$

is a function form the set of processes on $N$ to $DBS$ defined as follows.

$\bullet$ nill : $\lceil 0\rceil=[\mathrm{I}(=\langle\rangle)$

$\bullet$ sum: $\lceil P+Q\rceil=\langle\lceil P\rceil)\lceil Q\rceil\rangle$

$\bullet$ prefix:

$-\lceil\overline{x}y.P\rceil=[first\overline{x}y’\lceil P\rceil \mathrm{J}$
,

where firsLxy is an event such that for any $s\in*\lceil P\rceil,firSt\overline{x}y\prec s$.
$-\lceil\tau.P1=[first_{\tau},$ $\lceil P\rceil \mathrm{J}$

where $first_{\mathcal{T}}$ is an event such that for any $s\in*\lceil P\rceil$
)

$first\mathcal{T}\prec s$ .

$-[firstx(v)’\lceil P\{v/y\}\rceil \mathrm{I}\leq\lceil x(y).P1$

where $first_{x()}v$ is the event such that for all $v\in N\backslash bn(\dot{P})$ and for any $s\in*$

$\lceil P\{v/y\}\rceil,firstx(y)\prec S$ .

$\bullet$ hiding:

$-[\dot{i}nit_{\alpha},$ $\lceil P’1\mathrm{J}+\lceil(x)P\rceil$

where $P’$ $\in$ $(x)P/\alpha$ , the subject of $\alpha$ is not $x$ and $\dot{i}n\dot{i}t_{\alpha}$ is an event such that for
any $s\in^{*}\lceil P’\rceil,$ $s\neq init_{\alpha}$ .

$-[init_{\overline{x}(}y),$ $\lceil P’\rceil \mathrm{I}+\lceil(y)P\rceil$

where $P’\in P/\overline{x}(y)$ and $\dot{i}nit_{\overline{x}(y)}$ is an event such that for any $s\in*\lceil P’\rceil,$ $s\neq init_{\overline{x}(y)}$

and for any $s’\in*\lceil P’\rceil$ if $s’$ is labeled with an action using $y$ as the subject then
$init_{\overline{x}(y)}\prec S^{J}$ .
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$\bullet$ defining equation

$\lceil P\rceil\sim\lceil E\rceil$ if $P^{\mathrm{d}}=^{\mathrm{e}\mathrm{f}}E$

$\bullet$ composition:

$-[\dot{i}nit_{\alpha},$ $\lceil P’|Q\rceil \mathrm{I}<\lceil P|Q\rceil$ where $P’\in P/\alpha$ where $in\dot{i}t_{\alpha}$ is an event such that for any
$s\in*\lceil P’|Q\rceil,$ $s\neq init_{\alpha}$ .

$-[init_{\alpha},$ $\lceil P|Q’\rceil \mathrm{J}<\lceil P|Q\rceil$ where $Q’\in Q/\alpha$ where $init_{\alpha}$ is an event such that for any
$s\in*\lceil P|Q’1,$ $S\# init_{\alpha}$ .

$-[init_{\tau},$ $\lceil P’|Q’\rceil \mathrm{I}\leq\lceil P|Q\rceil$ where $P’\in P/\overline{\alpha},$ $Q’\in Q/\alpha$ and $init_{\tau}$ is an event such that
for any $s\in*\lceil P’|Q’\rceil,$ $s\neq init_{\tau}$ .

$-[init_{\tau},$ $\lceil(w)(P’|Q^{;})1\mathrm{I}\leq\lceil P|Q\rceil$ where $P’\in P/\overline{x}(w),$ $Q^{J}\in Q/x(w)$ and $\dot{i}nit_{\tau}$ is an event
such that for any $s\in*\lceil P’|Q’1,$ $s\neq init_{\tau}$ .

4 Conclusion
This paper presented a domain of Dual Bracket Structures that are collections of partially or-
dered events and provide branching structures of processes denoted with two types of brackets,
and showed the domain $DBS$ forms a CPO. Furthermore, a semantic mapping from a subset of
$\pi$-calculus to the domain is presented. DBS models concurrent computations in truly concur-
rent manner. One of the motivations to adopt the truly concurrent approach to semantics of
mobile processes is that we consider that works to obtain congruence relations of processes wrt
operators including input prefixing. Thus, there remain discussions for congruence property of
relations defined by the semantics as future works.

Another future work is a weak equivalence version of the DBS semantics that ignores oc-
currence of $\tau$ actions.
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