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On Shintani’s zeta functions of ternary zero forms
(third approach)

Tomoyoshi Ibukiyama
(Osaka Univ. Department of Math. Graduate School of Science)

1  Introduction

This report is based on my talk in the conference but some conjectural part in the talk is
now completely proved. The details is in Ibukiyama and Saito [4] and the details will be
omitted here. '

- Let (G, V) be a prehomogeneous vector space defined over Q. For most cases, the theory
of zeta functions associated with (G, V) has been well known and the analytic continuation
and the functional equations are proved (M. Sato and T. Shintani [6] etc.) But in some
rare cases, a certain volume which is usually used to define the zeta function is infinite and
we need some special consideration for modification of the definion of zeta functions. In
most general cases, the definition of zeta functions is not clear and not known yet.

~ Here, we treat the case of ternary zero forms, which is the typical example of the rare
case explained above. The final definitions of zeta functions and the functional equations
obtained here are not new. They are the same as the results already known by Shintani
and F. Sato. But our approarch here is completely new (at least apparently) and the proofs
are completely different. Also, the previously known functional equations are derived from
our new ‘symmetric’ functional equations. The poles and residues are obtained also by
our method. The author believes that our approach gives new light to the theory and is
applicable to some other unknown cases.

To explain more in detail, we roughly review the theory of zeta functions associated with
(G,V). Let T' be a discrete subgroup of G(R), and let L be a lattice in V(Q) which is
stable under the action of I'. For the sake of simplicity, we assume that the relative invariant
polynomial is spanned by the unique polynomial P(X), and put S = {z € V; P(z) = 0}.
Let V(R) — S(R) = [I7, V* (disjoint), where V* is the connected components. Put
L' = {z € L; P(z) # 0}. For z € L, denote by G,, or I, the stabilizer of z in G(R),
or in T, respectively. We fix a G invariant measure of G(R) and V, and we can define a
measure of G in a unified way for all = as a ‘quotient’ of the above two measures, since

G(R)/Gy = V(R) — S(R). If p(z) = vol(G/T'z) is finite, then we can at least define the
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zeta functions (;(s, L) for each connected component V* by

(s,L) = mz)
W= 2 Par

where L' = L NV*. Then, in most usual cases, the functional equation between the vector
(¢i(s, L))1<i<r and the vector ({;(s,L*))1<i<r is shown, where L* is the dual of L. But,
in some cases, u(z) is not finite for some x € L'. If we take only those z € L; such
that p(z) < oo in the summation of the definition of the zeta functions, then we cannot
expect a good functional equation. So, we must add some modified terms to the definition
of the zeta functions to get a reasonable functional equation. The only case where such
modification is known is the case of ternary zero forms. Next we explain this.

By some historical reason, we present here ternary zero forms as a special case of the
prehomogenous vector space of symmetric matrices. Put G = GL,(Q) and V = {z €
M, (Q);z = *z}. Let p be the representation of G on V defined by p(g9)z = gztg. Then
(G(C),V(C),p) is a prehomogenous vector space defined over Q. Then the relative in-
variant is spanned by P(z) = det(z) and V(R) — S(R) is the union of the sets V* of real
symmetric matrices with ¢ positive and n — ¢ negative eigenvalues ( 1 < 72 < n). We put
I' = SL,(Z). We denote by L, the set of all symmetric matrices of integral coefficients in
V and by L} the set of all half integral symmetric matrices, that is,

= {:12 = (:E,;j) € V(Q);.’Cii € Z, 2.’Bij €eZforalll1 <i< j < n}
Then L, and L;, are I' invariant lattices. We define an invariant measure of G by

=(det9)™ [ dgis
1<i,j<n
For y = (yi;) € V, put dy = [Ti<icj<n @Y. Write Ly, or L}, by L. For any z € L' = LNV?,
let T' be a relatively compact open set in V* and let Y be the domain in
G+ = {9 € GL,(R);det g > 0} which is mapped to T by the mapping g — p(g)(z). Let
Y, be the fundamental domain of Y with respect to the action of I';. Then, the following

volume _ :
ua) = [ do/ [ de(y)~+0iay
Yo T

is finite except for the case (n,i) = (2,1) and independent of the choice of T. When .
(n,2) # (2,1), we define

G D)= 3 2B

& Taet(@)

where n )
_ 21134 T'G/2)
T T ane/A
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When (n,i) = (2,1), u(z) is finite, if and only if —det(z) is not square, and we cannot |
define zeta functions (;(s, L) as usual. We need some modification in this case.

Now, we review the history around this case. When n = 2, we can regard det(z) =
T11T22 — T3, as a ternary quadratic form of signature (1,2). Siegel first defined zeta functions
associated with indefinite quadratic forms and proved functional equations. As for ternary
zero forms, he defined {,(s, L) and (3(s, L}) in the above notation and proved a functional
equation between these two functions. But he did not give definition of zeta function for
L} and just excluded the case. Later, Shintani succeeded to define (;(s, Lz) and (s, L3)
and proved a functional equation. His method was somewhat mysterious. Later F. Sato
gave more conceptual proof, using a so called Eisenstein series attached to O(2,1). This
‘Eisenstein series’ is a certain function of two complex variables, but not a function on
usual symmetric domain.

Now, we give here the third method. Rough idea is as follows. We use a certain real
analytic Eisenstein series of half integral weight —k/2 with another complex parameter o.
This Eisenstein series is a function on the upper half plane (of one variable) and we use the
Mellin transform of this function. By Hecke’s usual argument, we can show the functional
equation of the Mellin transform. We can expand this Eisenstein series by using Whittaker
functions. By a suitable choice of k and o, we can show that ‘main part’ of the Mellin
transform coinsides with

>, w@)/|P@)

z€\L1,pu(z)<oo

But in the Fourier expansion, some coefficients becomes infinite for the above choice of o
(where k is fixed), that is, the Eisenstein series, or its Mellin transforms has a simple pole
as a function of ¢ at the point we need. So, we take the Laurent expansion of both sides
of the functional equation of the Mellin transform, and compare the constant term. Then,
we get the correct definition of (3(s, L) and get the functional equation of zeta functions
of prehomogeneous vector space. The details will be explained in the later sections.

2 Zeta functions and functional equation

In this section, we review the definition of zeta functions and functional equations first
given by T. Shintani. Our aim of this note is to give the third alternative proof of the
results in this section. ,

First, we define the main part of our zeta functions. Define four Dirichlet series

£M(s) = <(2s>§h(d) log(eg)d—*,

£M(s) = (@D h(Ad) log(ew) (4D~ + 272 3 h(4d+ 1) log(esas)) (4d + 1)},

d=1 d=1
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£(s) = 2c<2s)gh<—d>w:‘d|drs,

£(s) = % (23){f: h(—4d)wggldd| ™" + 272 i h(—4d + Dwlg,4(4d — 1)},
: . d=1 : d=1

where h(d) is the class number in the narrow sense of the order 04 of conductor d in a
quadratic field and ¢ is the fundamental unit of norm 1 of Oy and wy is the number of
units of Q4. '

Now, we define our zeta functions.

¢(2s) ('(2s -1 )
¢(2s) ((2s-1)7

*(g — * M s 1-2s s — C’(2S) _ C, (23 - 1)
+27%(log2)(1 — 27%)71¢(2s — 1).

€(s) = & (s) +¢(2s —1)(

),

The following theorem is due to Siegel, Shintani, and F. Sato.

Theorem 1 Four Dirichlet series £,(s), &.(s), {-(s), and £* (s) are meromorphically con-
tinued to the whole complex s plane and satisfies the following functional equations.

1.

£.(3/2—5) = 922 Ip=2F12D(g)T(s — 1/2) cos(ms)E* ()
—2 g 212D ()T (s — 1/2)¢(2s — 1).

£:(3/2—s) = 227 HA(5)T(s — 1/2)((sinms)E} (s) + wE* (s)) |
I's) I'(s—1/2)
I(s) TI(s—1/2)”

+2 g2+ 12D (8)T (s — 1/2)¢ (25 — 1) (sin ms)(

Four zeta functions £_(s), ££(s), £+(s) and & (s) are holomorphic except for s = 1 and
s = 3/2. £_(s), or £ (s) has simple poles at s = 1 with residue —4~, or —87!, and
at s = 3/2 with residue w/12, or m/24, respectively. The principal part of the Laurent
ezpansions of £, (s) or&.(s) at poles are given as follows. Ats =1, we get&,(s) = -4 (s—
1)"2 —27tlog(2m)(s — 1)1+ ... and &4(s) = -8 (s —1)2 —47tlog(2m)(s — 1)1 +--- .
At s=3/2, we get £, (s) =1271n%(s —3/2) + -+, and £ (s) =247 'n%(s —3/2)"1 + ...
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3 Real analytic Eisenstein series

We first review the definition of Eisenstein series. (cf. Shimura [8], Sturm [11}, Cohen
[1]). For any o,z € C with z # 0, we put 2° = e°'%8(), where arg(log(2)) is taken so that
—7 < arg(log(z)) < m. We denote the upper half plane by H = {z € C;Im(z) > 0}. For
“sake of simplicity, we write e(z) = €*™*. For each s € C, each odd (positive or negative)
integer k, and z € H, define Eisenstein series E(k,0,2) and E*(k,0,2) by

s o (4
E(k,o,2)=y2 Y > (—-c-> 5%(4cz + d)%|dcz + d|°,
d=1, odd c=-00 d
where (f is the quadratic residue symbol whose precise meaning is as was given in Shimura
[7], p-442 and €5 = 1, or 4, if d = 1, or 3 mod 4, respectively. When —k + 20 — 4 > 0, this
series converges absolutely and uniformly. We also define E*(k, 0, 2) by

E'(koy2) = E(~p)(-2i2)}

o kL, & & (-b
= y52i—7¢(—2) > > (—) €% (dz + b)§|dz + b 7.
8 d=1, odd b=—o0 d

To get our Dirichlet series in question, it is convenient to consider the following Eisenstein

series.
F(k,0,2) = E(k,0,2) + 2¥/>79(e(k/8) + e(—k/8)) E* (k, 0, 2).

The value of this function at o = 0, that is , the function F'(k,0, z) has been already consid-
ered by Cohen [1] and Sturm [11] for odd k¥ with £ < —3. But it is essential here to consider
this as a function of . We see that F(k, 0, z) is an (non holomorphic) automorphic form
of *weight” —k/2, and in particular invariant by translation : F(k,0,z+ 1) = F(k, 0, 2).
Hence we have an Fourier expansion. That is, for 2 = = + iy, we get

o0

F(k,0,2)= ) ca(y)e?™=,

d=—oc0

where c4(y) can be written explicitly by Whittaker functions, using Shimura [8]. Here we
omit the formula for cg(y). We put G(y) = 12 _ ca(y) and H(y) = S5 _ caa(y/4).
Then we get

G(1/4y) = (1) -D/82V3y M2 H (y).

Define two Dirichlet series by |
2oxls) = [ (Gl) - al)ydy,
Wos(s) = [ (HG) - aly/ 9y d
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Then by usual argument of Hecke and by some estimation of the Fourier coefficients in
Shimura [8], we get

Theorem 2 For a fived odd integer k, the Dirichlet series ®, x(s) and ¥, (s) are continued
meromorphically to the whole (0,s) € C?, and satisfies the following functional equation

ak(ff _ k/2 _ s) ( )(k2 1)/8223—2a+k+1/2‘l,y’ (s)
Moreover, the function
CRo—k—-1)(c—(k+2)/2)(c —(k+3)/2)s(s —1)(s — o + k/2)(s —0+k/24+ 1), (s)
is holomorphic on the whole (o,s) € C2.

4 Dirichlet series associated with Eisenstein series

Next, we shall explain the relation between Dirichlet series in the last section and our zeta,
functions in question. For each o, 8 € R and s € C, we consider the following integral

0o a-1,6-1
I(sa aaﬂ) = (1 _{11:)_ 2U;i

This integral converges absolutely when £(8) > 0 and R(s) > R(a) + R(8) — 1. This
function is related with the usual hypergeometric functions, but the details are omitted
here. For each quadratic field K, or K = @ ® Q, we denote by di the discriminant of K,
or 1, respectively. For sake of simplicity, we put

o—(k+1)/2,xk){(25)((2s — 20 + k + 2)
CQoc—k—-1)L(2s—oc+ (k+3)/2,xx)

Z*(k7 ag,s, dK) = IdKIO'—k/2_.1_s L(

and k/2-0+3/2,0—k/2
Cop = (—=1)#-1/8 . i

’ (o~ A2 (0/2).
We write the above Dirichle series as Z*(k, 0,s,dx) = 32 ; a(n)n~° and put
a(4n)
n®

Z(k7073’dK) = Z

n=1

Then, we get
q’a,k (3) =
Cox(2m)°T'(s)

.
x( S Z'(k,o,s,dg)I(s, T 5) Y Z(kosdl(s, S 7
(—1):+D/2d, >0 2 (~1)+1)/2g <0

c—k
2

—))
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and

\I/a’k(S) =

Cox(2m)~°T'(s)

: - —k
(Y Zhosd)s 50 Y Z(kosdo)I(s, 2, T2,
(=1)=+1/2dpe >0 2 2 (-1)*+1)/2d, <0 2 2

where K runs over quadratic fields or Q & Q. Now first we explain easier case which has
been already treated in Sturm [11], that is, the functional equation between £_(s) and
£* (s). We review his argument for the readers convenience. We put k = —3. By the usual
class number formula, we can easily see that

nE_() = (@) X 2'(=3,0,5,dx)

dg <0

and _ '
g (s) = 27¢(2) Y. Z(=3,0,s,dk).

dc<0
On the other hand, I(s,0/2, (¢ +3)/2) is holomorphic at ¢ = 0 and I'(¢/2)"11(s,0/2, (o +
3)/2) vanishes at 0 = 0. Hence in the summation over dx > 0, the only term which has
a pole at ¢ = 0 remains. The only such term is the term for dx = 1, and that term
is constant times ((2s — 1). Then by straight forward calculation, we get the functional
equation (1) in Theorem 1. For details, see Sturm [11] or Ibukiyama and Saito [4]. Next,
we explain more difficult part which is new. From now on, we fix £ = 1. Then, by the
classical class number formula, we can show that

&) = XY <@2(1,2,s,dx),

die>0,dc#1
7!'&_(8) = E C(2)Z*(1127sydK)
di<0
gMis) = 27 Y ¢(2)2(1,2,s,dk),
d>0,dg#1
mg(s) = 27% Y €(2)2*(1,2,s,dk).
’ dg<0

We put

9(2,8) = @)UY (s)I(s,1,1/2) + mE_(s)I(s,1/2,1))
g'(2,8) = 22%¢(2)7N (&M (s)1(s,1,1/2) + m€* (s)I(s,1/2,1)).
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To rewrite the functional equation in the last section, we put

A(o,s) = 2€D%¢(20 — 2)T((0 —1)/2)!

. | x F(U'les‘——s:)l/2)g(0_, o—5— 1/2)
A* (0’, s) — 2(0—1)/24(20 _ 2)]_-\((0. _ 1)/2)—1
x (2mr)° 28~ 1/2928-20+3/2 F(Il‘(j)s) 7(0,5)
B(o,s) = ['(o—s—1/2) ((20 —1—25)¢(2 — 25)

I'((c+1)/2-s) C(o +1—2s)
x Fy(o, s) | ‘
* —o+1,_0—2s-1/2 F(S)F(S -0+ 3/2)
B*(o,s) = 27%"'xw /P(l—s)F(sea/2+1)
C(25)¢(25 — 20 +3) 1—2072 4 92-3 _9-2s+20-3
- ((2s—0+2) X 1 —2-2s+0-2
xFy(o, s),

where each Fj(o,s) (i =1, 2) is defined by using hypergeometric functions as follows.
| o o—1 o 1,
e L Tie 1: =
2 ? 2 ! s 2 + ) 2)7
Fyo,s) = F(l—z c—1oc+1 1

Fi(o,s) = F(1

27 7 59
Then, after cancelling some common factors, the functional equation in the last section
reads

A(o,s) + B(o,s){(0 — 1) = A*(0,s) + ((oc — 1) B*(a, s).

Both sides are meromorphic as functions of o and s and have poles at o = 2 (if we fix
generic s). Of course the residue of both sides at ¢ = 2 coincides, but this is not so
interesting, since it gives only the functional equation between ((2s — 1) and {(2 — 2s).
Next, we compare the constant terms (of the Laurent expansions with respect to o at 2)
of both sides. This is really interesting and gives the desired results for our purpose. As is
easily shown, we get

A2,s) = €EM(3/2-3s)
+\/27%§_ (3/2 —8)I(3/2 —5,1/2,1),

(1-s)
A*(2,5) = 2% g/2-2T()[(s — 1/2)
x»{sin(7rs)§1’M(s) + ﬂ3/2\/§I‘(s — 15/"2()?\(1 s I(s,1/2,1)}.
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Now, we sketch the proof of Theorem 1. We know already the functional equation between
£_(s) and &* (s). So we eliminate £_(s) in the functional equation. We can also give a for-
mula to express - (Fy — F3)|,— by derivatives or translates of I' functions and I(s,1/2,1),

applying some class1cal formula between hypergeometrlc functions. We also eliminate sevral
terms by using the functional equation of Riemann zeta function. Throught these calcula-
tions, we can discover how to modify the zeta functions in question and we can show the
second functional equation in Theorem 1. As you can see, the original functional equation
above is more symmetric than the one in Theorem 1, but contains several strange integrals
and not easy to see. If we want to write down everything by relatively known functions
such as T functions or Riemann zeta functions, it is inevitable to break the symmetry. To
obtain the principal terms around poles, we need more involved calculation. For example,

we must know poles and residues of functions £ Fi(c,s)|s=2 or I(s,1/2,1) and also we
need several special values of these functions. These are rather complicated calculation
and omitted here. The details are in [4].

5 Zeta functions of symmetric matrices

Until last section, we explained rather pathological case of the theory. So it seems not
useless to review here "simpler” general case and how it ”degenerates” when n = 2. This
section is based on Ibukiyama and Saito [3]. We assume n > 3 in this section. When n > 4
is even, for each § = 1, or —1, we define Dirichlet series D(s, ) by

|d |(n—1)/2—sL(n/2,XK)C(2S)C(23 —n+1)
K L(Zs—n/2+1,XK) .

D;(s,6) = 2(2m)™*(-1)"4T(n/2) 3

(~1)™/26dg >0
Let - ,
Di(s,8) = ; H(g, d,8)d~>.
Also for even n > 4, we define

Dn(s,6) = ZH(g,4d, 8)d~>.
d=1

The Dirichlet series D%(s,1), or Dy(s,1) is obtained from ®q _,_1(s), or ¥ _,_1(s) in
the last section. On the other hand, the Dirichlet series ®3 _n13(s), or W2 _,13(s) can be
written by using D;(s,8) with § = £1, or and Dy(s,8) with § = %1, respectively.

We use the folloowing notation:

|H[(n 1)/2]B |
Coni(zE)

bn = By = 2(3)!(2@‘"”4(3)(—i)“"”.



19

Here, By; is the Bernoulli numbers. For even n, we put
n/2—1 n/2
An(s) = H ((2s—2i), and By(s) =[] ¢(25— (2 —1)).
i=1 i=1
For odd n, we put

n—1 (n-1)/2

@) = C6="57) I ¢s-i-1),

(a=1)/2
Ra(s) = ((s) I_I (25 — 2).

We can show that the zeta functions (i(s, L) or {;(s, L) defined in section 1 depends
only on § = (—1)"** and € = (—1)®—9("~#+1)/2 51 not 5 itself. Hence we denote these zeta
functions as {(s, L, §,¢€) for L = L, or L. ’

Theorem 3 (cf [4]) If n is odd with n > 3, we have

(8, L3, 6,6) = 0,2 D3(Qu(s) + e6@HV2(—1) -8R (g)),
(8, Ln,6,6) = by (207D2Q, () + 6™ HV/2(—1)W*-D/BR (s)).

Ifn is even with n > 4, we have

2|B, |
(6, L8, = BaZ™(()"4Di(s,6)Ans) + chp(—1piers 2zl (o

(n+2)/2| g/

C(s,Ln,6,€) = bu((—=1)™ 4Dy (s,6)An(s) + 65n(—1)n("+2)/82 /2|Bn(s)),

n

where 6, = 1 if (—1)™2 = § mod 4, and 6, = 0 otherwise.

The functional equations between these functions are simple and easily obtained from
the functional equation of the Mellin transform of the Eisenstein series. For details, see [4]
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