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1 Introduction
A chordal graph is the graph whose each cycle
of length greater than 3 has a chord. Chordal
graphs have applications in Gaussian elimination and
databases and have been the object of much algorith-
mic study. On the other hand, chordal graphs are
also important from the graph theoretical point of
view. The class of chordal graphs is subclass of the
class of perfect graphs, and superclass $\mathrm{o}\mathrm{f}^{f}$ the class of
interval graphs (see [17, 12] for details). It is natu-
ral to generalize about the length of the cycle on the
chordal graph. We introduce a notion of a k-chordal
graph whose each cycle of length greater than $k$ has
a chord. An ordinary chordal graph is a 3-chordal
graph, and so-called chordal bipartite graph can be
defined by a bipartite 4-chordal graph. In this paper,
we consider the complexities of the recognition prob-
lem for $k$-chordalness, and some graph problems on
a $k$-chordal graph.

We first consider the case that $k$ is a fixed posi-
tive integer. We extend the characterization of a 3-
chordal graph by Edenbrandt [8] in a nontrivial way,
and show that the recognition problem of a k-chordal
graph is in NC for any fixed $k$ . We modify the NC al-
gorithm, and show that the bipartite $k$-chordal graph
also can be recognized in parallel. We remark that
for a bipartite 4-chordal graph, the ordinary chordal

bipartite graph, only polynomial time algorithms are
known (see e.g. [14, 18]).

For a fixed $k$ , we next consider the manimal acyclic
set (MAS) problem on a $k$-chordal graph. The MAS
problem is to find a maximal vertex induced acyclic
subgraph for a given graph. The MAS problem has
been solved partially; in the case that some properties
are added to the acyclicness $[19, 21]$ , and on some re-
stricted graphs [3]. Our results are in the latter case;
the problem is in NC on a 3-chordal graph, and in
RNC on a $k$-chordal graph for any fixed $k>3$ .

We here remark that no graph has a simple cy-
cle of length greater than $n$ , where $n$ is the number
of vertices. Hence we can regard every graph as an
$n$-chordal graph. On the other hand, there are sev-
eral problems such that they are $\mathrm{N}\mathrm{P}$-complete on a
general graph, and they are polynomial time solvable
on a 3-chordal graph. For example, maximum in-
dependent set problem, chromatic number problem,
and maximum clique problem are $\mathrm{N}\mathrm{P}$-complete on a
general graph [9], and they are polynomial time solv-
able on a 3–chordal graph [10]. (These problems are
even in NC on a 3-chordal graph $[17, 12]$ .) These
facts motivate us to consider the case of general $k$

as a function of $n$ . We first show that the recogni-
tion problem for $k$-chordalness is $\mathrm{c}\mathrm{o}\mathrm{N}\mathrm{P}$ -complete for
$k=\Theta(n)$ . We next show that, for any positive con-
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stant $\epsilon$, any $\mathrm{N}\mathrm{P}- \mathrm{c}\mathrm{o}\mathrm{m}_{\dot{\mathrm{P}}^{1}}\mathrm{e}\mathrm{t}\mathrm{e}$ problem on a general graph
is also $\mathrm{N}\mathrm{P}$-complete on a $k$-chordal graph even for
$k=\Theta(n^{\epsilon})$ . This also implies $\mathrm{c}\mathrm{o}\mathrm{N}\mathrm{P}$-completeness of
the recognition problem for $k$-chordalness even for
$k=\Theta(n^{\epsilon})$ .

2 Preliminaries

A graph $G=(V, E)$ consists of a finite set $V$ of ver-
tices and a colection $E$ of 2-element subsets of $V$

called edges. For $U\subseteq V$, the subgraph of $G$ induced
by $U$ is the graph $(U, F)$ , where $F=\{\{u, v\}|\{u, v\}\in$

$E$ , and $u,$ $v\in U$}, and is denoted by $G[U]$ . We define
the neighborhood of a vertex $v$ in $G$ , denoted $N_{G}(v)$ ,
by the set of vertices $u$ with $\{u, v\}\in E$ . For a set of
vertices $U,$ $N_{G}(U)$ is defined by {$v|v\in N_{G}(u)$ for $u\in$

$U\}$ . The degree of a vertex $v$ in $G$ is $|N_{G}(v)|$ . A
graph $G$ is $d$-regular if every vertex in $G$ has degree
$d$ . A sequence of the vertices $v_{0},$ $v_{1},$ $\cdots,v_{l}$ is a path,
denoted by $(v_{0}, v_{1,l}\ldots, v)$ , if $\{v_{j},v_{j+1}\}\in E$ for each
$0\leq j\leq l-1$ . The path is simple if all the ver-
tices are distinct with each other. We say the first
and last vertices of the sequence the endpoints of the
path. The length of a path is the number of edges
on the path. A cycle is a path beginning and end-
ing with the same vertex. A cycle is simple if all the
vertices are distinct with each other except the com-
mon endpoint. A Hamiltonian cycle is a simple cycle
that visits all vertices in the graph. The Hamilto-
nian cycle problem is to find a Hamiltonian cycle in
a given graph. A vertex set $U=\{v_{0}, v_{1}, \cdots,v_{\mathrm{I}}-1\}$

is cyclic if there exists at least one permutation $\pi$

of size $l$ such that $(v_{\pi(0)}, v_{\pi(1)}, \cdots,v_{\pi(1}\iota-),v)\pi(0)$ is a
simple cycle. An edge which joins two vertices of a
cycle but is not itself an edge of the cycle is a chord of
that cycle. A graph is $k$ -chordal if each of its cycles
of length greater than $k$ has a chord. (An ordinary
chordal graph can be defined by a 3-chordal graph
[6].) The recognition problem for $k$ -chordalness is to
decide whether for a given graph and a given integer
$k$ the graph is $k$-chordal. An acyclic set is a set of
vertices that contains no cyclic vertex set. A maxi-
mal acyclic set (MAS) of $G$ is an acyclic set that is
not properly contained in any other acyclic set of $G$ .
The MAS problem of $G$ is to find an MAS of $G$ . We
say a cyclic vertex set $U$ is minimal if $G[U]$ has no
chord. We say cyclic decomposition set of $G$, denoted
by $C1^{c}$], a family of all minimal cyclic vertex set in
$G$.

Proposition 1 For any graph $G,$ $G$ is $k$-chordal if
and only if each ninimal vertex set in $C1^{c}$] has size
at most $k$ .

A hypergraph $H=(V, E)$ consists of a finite set $V$

of vertices and a collection $E$ of non-empty subsets
of $V$ called hyperedges. The dimension in $H$ is the
maximum size of a hyperedge in $E$ . An independent
set in $H$ is a subset of $V$ not containing any edge of
$H$. A maximal independent set (MIS) of $H$ is an in-
dependent set of $H$ that is not properly contained in
some other independent set. The MIS problem on $H$

is to find an MIS in $H$ .
The definitions and the details of the complexity

classes ( $\mathrm{N}\mathrm{C}$, RNC, $\mathrm{N}\mathrm{P}$, and $\mathrm{c}\mathrm{o}\mathrm{N}\mathrm{P}$ ) and the paral-
lel computation models (EREW PRAM, and CRCW
PRAM) can be found in [13] and omitted here.

3 $k$-Chordal Graphs with Fixed
$k$

In this section, we suppose that $k$ is a given fixed
positive integer greater than or equal to 3.

3.1 Recognition of a $k$-Chordal Graph

The following lemma is crucial in this subsection:

Lemma 2 A graph $G=(V,E)$ is not $k$-chordal if
and only if there is a subset $U$ of $V$ with size $k$ such
that

(1) $G[U]$ is a path $(v_{0},v_{1,k}\ldots, v-1)$ of length $k-1$

and the number of the edges in $G[U]$ is $k-1$ ,
and

(2) $v_{0}$ is reachable to $v_{k-1}$ in graph G[V–\^U],
where $\hat{U}$ is defined by $N_{G}(U-\{v_{0}, v_{k-1}\})$ -

$\{v_{0},v_{k-1}\}$ .
Intuitively, when $U$ witnesses that $G$ is not k-chordal,
$G[U]$ is just a path, not including extra edges, and
$v_{0}$ is reachable to $v_{k-1}$ through the vertices not in
the neighbors.of the intermediate vertices in the path
$G[U]$ (see Figure 1).
Proof. We first assume that $G$ is not $k$-chordal. Then
there is at least one minimal cycle $C$ of length at least
$k+1$ . We let $U$ be $k$ consecutive vertices on $C$ . Since
$C$ has no chord, $G[U]$ is just a path, and $\hat{U}$ contains
no vertex in $C-U$. Moreover, the endpoints of the
path $G[U]$ are reachable to each other through the
vertices $G[C-U]$ , or not through the vertices in $\hat{U}$ .
Thus both conditions (1) and (2) hold for the $U$ .

Next we assume that we can take a set $U$ satisfying
both conditions (1) and (2). Let $P$ be the shortest
path from $v_{0}$ to $v_{k-1}$ not through the vertices in $\hat{U}$ .
Then, we have a cycle $C$ joining $P$ and $G[U]$ . Since
$v_{0}$ and $v_{k-1}$ is not adjacent to each other by (1), the
length of $C$ is at least $k+1$. Thus, it is sufficient to
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Figure 1: $k$-chordalness of a graph

show that $C$ has no chord. By (1), $C$ has no chord
with two vertices both in $P$ . Since $P$ is the shortest
path, $C$ has no chord with two vertices both in $P$.
Moreover, since $P$ and $\hat{U}$ have no common vertices,
$C$ has no chord between the vertices in $P$ and

$G[U]\bullet$
.

Thus $G$ is not k-chordal.
Now we are ready to show the NC recognition al-

gorithm of a $k$-chordal graph.

Algorithm RECOG
Input: A graph $G=(V, E)$, and an integer $k$ .
Output: “Yes” or “No”
1. For every set $U$ of size $k$ do in parallel;

1-1. If $G[U]$ is not a path return;
1-2. If two endpoints in the path $G[U]$ are

reachable to each other in the graph
G[V–\^U], return “No”;

2. If there exists a set returning “No”, output
“No”; else output “Yes”.

Theorem 3 Algorithm RECOG solves the recogni-
tion problem for $k$-chordalness in $O(\log n)$ time using
$O(n^{k+1}+n^{k}m)$ processors.

Proof. The correctness of the algorithm follows im-
mediately from Lemma 2. Thus it is sufficient to show
the complexity of Algorithm RECOG.

In addition to the processors corresponding to the
vertices and edges, we assign a processor to each set of
vertices of size $k$ . Thus, the step 1-1 can be performed
in a constant time. The step 1-2 can be carried out
using an algorithm that computes connected compo-
nents. The parallel algorithm for this task runs in
$O(\log n)$ time and uses $O(n+m)$ processors [20].

Next we count the number of processors. The num-
ber of the set of vertices of size $k$ is $=O(n^{k})$ .

For each set we check the reachability that requires
$O(n+m)$ processors. Hence, we need at most a total
of $O(n^{k+1}+n^{k}m)$ processors. 1

Now we turn to the recognition problem of a k-
chordal bipartite graph.

Lemma 4 A graph $G$ is not bipartite if and only if
$C1^{c}]$ contains at least one minimal cyclic vertex set
of odd size.

Proof. A graph $G$ is not bipartite if and only if it con-
tains at least one odd length cycle (see e.g. [6]). We
assume that $G$ contains at least one odd length cycle.
A chord of any odd length cycle divides the cycle into
an odd length cycle and an even length cycle. Thus,
$C[G]$ must contain at least one minimal cyclic vertex
set of odd size. 1

Theorem 5 A $k$-chordal bipartite graph can be rec-
ognized in $O(\log n)$ time using $O(n^{k+1}+n^{k}m)$ pro-
cessors.

Proof. In addition to the recognition for k-
chordalness, by Proposition 1 and Lemma 4, it is suf-
ficient to check whether the graph contains at least
one minimal cyclic vertex set of odd size being less
than or equal to $k$ . The check can be done by replac-
ing the step 1-1 in Algorithm RECOG by the following
two steps:

1-1 $(\mathrm{a})$ . If $G[U1$ contains an odd length cycle return
“No”;

1-1 $(\mathrm{b})$ . If $G[U]$ is not a path return;

This implies the theorem. 1
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3.2 The MAS Problem on a k-Chordal
Graph

In this section, we consider the MAS problem on a
$k$-chordal graph. For any given graph $G=(V,E)$ , we
denote by $H_{G}$ a hypergraph (V, $C[G]$ ). That is, the
hypergraph $H_{G}$ contains every minimal cyclic vertex
set in $G$ as a hyperedge. We moreover let $W_{G}$ be a set
of vertices defined by {$v|v$ is not in any $U\in C[G]$}.
That is, the set $W_{G}$ contains every vertex not in-
cluded in any cycle in $G$. Then we have the following
lemma.

Lemma 6 For any graph $G$ and a subset $U$ of $V,$ $U$

is an MAS of $G$ if and only if $W_{G}\subseteq U$ and $U-W_{G}$

is an MIS of $H_{G}$ .
Proof. For lack of space, we omit the proof. 1

Now we have the following algorithm for solving
the MAS problem.

Algorithm MAS
Input: A graph $G=(V, E)$ .
Output: An MAS $U$ .
1. Find $W_{G}$ and set $U:=W_{G;}V:=V-W_{G}$ .
2. Find an MIS of $H_{G}$ , and add them into $U$ .

The correctness of the algorithm follows immediately
from Lemma 6. Now $\mathrm{a}ss$uming that the graph $G$ is
$k$-chordal, and we have the main theorem in this sec-
tion:

Theorem 7 The MAS problem on a $k$-chordal graph
is in RNC for any fixed $k$ greater than 3. An MAS of
a 3-chordal graph can be computed in $O(\log^{4}n)$ time
with $O(n^{3})$ processors of an EREW PRAM.

Proof. We assume that the given graph is k-chordal.
We show that Algorithm MAS can be implemented
in NC except finding an MIS. In addition to the pro-
cessors corresponding to vertices and edges in $G$ , we
assign each vertex set of size at most $k$ . The assign-
ment requires $\sum_{i=3}^{k}=O(n^{k})$ processors. The
step 1 can be done by the following steps:

1-1. In parallel, each processor corresponding to a
vertex set of size at most $k$ marks its all ele-
ments if it is cyclic.

1-2. Set all unmarked vertices into $W_{G}$ .
The steps can be done in a constant time since $k$ is a
constant. Moreover, through the steps, each proces-
sor can know whether the vertex set is minimal cyclic
set. By Proposition 1, every minimal cyclic set can be
found by the steps. This implies that the algorithm
can construct the hypergraph $H_{G}$ after the step 1 in

a constant time. Thus, using the following facts, we
have the theorem: An MIS in a hypergraph of di-
mension 3 can be computed in $O(\log^{4}n)$ time using
$n+m$ processors of an EREW PRAM, where $n$ and
$m$ are the number of vertices and edges, respectively
[4]. The MIS problem on a hypergraph of dimension
$d$ is in RNC for any fixed positive integer $d[11]$ . I
Remark: Chen proposed an NC algorithm for find-
ing a maximal $k$-cycle free set on a given chordal
graph [1]. Using his result, we can find an MAS of
a 3-chordal graph in $O(\log n)4$ time with $O(n+m)$
processors of an EREW PRAM [2].

4 $k$-Chordal Graphs with Gen-
eral $k$

We now turn to consider the $k$-chordal graphs such
that $k$ is a function of $n$ , the number of vertices.

4.1 $\mathrm{c}\mathrm{o}\mathrm{N}\mathrm{P}$-completeness of the Recogni-
tion for k-Chordalness

Theorem 8 The recognition problem for k-
chordalness is $\mathrm{c}\mathrm{o}\mathrm{N}\mathrm{P}$-complete for $k=\Theta(n)$ .
Proof. Hamiltonian cycle problem is NP-complete
even on a 3-regular graph [9]. We show a polynomial
time reduction from the problem to the complement
of the recognition problem. Let $G=(V, E)$ be a given
3-regular graph. Let $G’=(V’, E’)$ be the graph ob-
tained from $G$ by the following replacements:

(1) For each edge in $E$ , replace it by a path of
length 2 (see Figure $2(1)$ ).

(2) For each vertex in $V$, replace it by the gadget
given in Figure 2(2).

Let $|V|=n$ , then $|E|= \frac{3}{2}n$ since $G$ is 3-regular.
For the resulting graph $G’$ , it is not difficult to
see that $|V’|=n(n+5)+ \frac{3}{2}n=n^{2}+\frac{13}{2}n$ and
$|E’|=n(n+7)+2 \frac{3}{2}n=n^{2}+10n$ . This reduction
can be done in polynomial time.

We now consider the complement of the recognition
problem for $k$-chordalness on $G’$ as follows:

Input: $G^{J}$ and $k=n^{2}+n-1$ .
Question: Is $G’$ not k-chordal?

It is sufficient to show that $G$ has a Hamiltonian cycle
if and only if $G’$ is not $k$-chordal. We first remark that
each edge in $G’$ has at least one endpoint of degree
2, and it can not be a chord. That is, the resulting
graph $G’$ has no chord. Thus, $G’$ is not $k$-chordal if
and only if $G’$ has a cycle of length greater than $k$ .
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Figure 2: Replacements

We first assume that $G$ has a Hamiltonian cycle, or
$G$ has a simple cycle of length $n$ . Then, we can trace
$n$ gadgets following the order of the vertices on the
Hamiltonian cycle, and in each gadget we can have a
simple path of $n$ vertices (including the entrance and
exit vertices). Thus, counting the number of vertices
on the trace, we have a cycle of length $n^{2}+n=k+1$
in $G’$ , consequently, $G’$ is not k-chordal.

We next assume that $G’$ has a simple cycle of length
at least $k+1=n^{2}+n$ . Since each gadget has three
points to enter and exit, the simple cycle can visit
each gadget at most once. Thus each gadget can
contribute at most $n$ vertices to the cycle. To derive
a contradiction, we moreover assume that the cycle
visits at most $n-1$ gadgets. The number of the edges
in $G$ is $\frac{3}{2}n$ , which is equal to the number of the ver-
tices not included in the gadgets in $G’$ . Thus the
number of the vertices on the cycle is bounded above
by $\frac{3}{2}n+(n-1)n=n^{2}+\frac{1}{2}n<n^{2}+n$, which contra-
dicts. Therefore, the cycle visits every gadget once.
Thus the order of the gadgets on the cycle gives a
Hamiltonian cycle in $G$. I

4.2 Lower Bound of NP-completeness
For any $\mathrm{N}\mathrm{P}$-complete problem on a general graph,
we give a lower bound of $k$ such that it is also NP-
complete on a $k$-chordal graph by a padding argu-
ment:

Theorem 9 Every $\mathrm{N}\mathrm{P}$-complete problem on an n-
chordal graph is also $\mathrm{N}\mathrm{P}$-complete on a $cn^{\epsilon}$-chordal

graph for any fixed positive constants $c$ and $\epsilon$.
Proof. We reduce the problem on an n-chordal
graph to the problem on a $cn^{\epsilon}$-chordal graph. For
a given graph $G=(V, E)$ with $n$ vertices, we con-
struct a new graph $G^{l}=(V’,E;)$ that consists of
$f(n)= \lceil(\frac{1}{c})^{\frac{1}{\epsilon}1}n^{\frac{1}{\epsilon}-}\rceil$ copies of $G$ as follows: Fix any
vertex $v$ in $V$, joint $f(n)$ copies of $G$ using a path of
length $f(n)-1$ through every copy of $v$ .

Clearly, this is a polynomial time reduction. More-
over, $G^{l}$ is an $n$-chordal graph with $n’=nf(n)$ ver-
tices. Since $n=c(( \frac{1}{c})^{\frac{1}{\epsilon}}n\frac{1}{\epsilon})^{\epsilon}\leq c(nf(n))^{\epsilon}=cn^{\prime\epsilon}$ ,
this completes the proof. 1

Combining Theorem 8 and the padding in the proof
of Theorem 9, we also have the following corollary:

Corollary 10 For any fixed positive constant $\epsilon$ ,
the recognition problem for $k$-chordalness is $\mathrm{c}\mathrm{o}\mathrm{N}\mathrm{p}_{-}$

complete even for $k=\Theta(n^{\epsilon})$ .

5 Concluding Remarks
Recently, parameterized problems are widely investi-
gated [7], and the recognizing $k$-chordalness can be
regarded as a kind of such problems. From the point
of view, it is further work to determine if the recog-
nition problem-for $k$-chordalness is fixed-parameter
tractable.

We can regard Lemma 2 as a nontrivial generaliza-
tion of [8, Lemma 23] in the sense that we can ob-
tain the same claim from Lemma 2 by setting $k=3$.
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These lemmas use the property of a $k$-chordal graph
straightforwardly. On the other hand, Naor, Naor,
and Sch\"affer [17], and Klein [12] use two nontrivial
characterizations of a 3-chordal graph; one is the in-
tersection graph characterization, and the other is
the perfect elimination ordering. From both algo-
rithmical and graph theoretical points of view, it is
worth finding such nontrivial characterizations of a
$k$-chordal graph.

Some results for 4-chordal bipartite graphs immedi-
ately state $\mathrm{N}\mathrm{P}$-completeness of finding the following
sets on a 4-chordal graph: Steiner tree and domi-
nating set [16], variants of dominating set [5], and
Hamiltonian cycle [15]. On the other hand, as men-
tioned in Introduction, several $\mathrm{N}\mathrm{P}$-complete problems
on a general graph are polynomial time solvable on
a 3-chordal graph. The following are natural ques-
tions: whether the $\mathrm{N}\mathrm{P}$-complete problems on a 4-
chordal graph are polynomial time solvable on a 3-
chordal graph; and whether the polynomial time solv-
able problems on a 3-chordal graph are NP-complete
on a 4-chordal graph.
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