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We study a system of convolution equations

$\mu_{j}*u=0$ , $(j=1,2, \ldots, \ell)$ , $(E)$

where each $\mu_{j}$ is a hyperfunction with compact support defined on $\mathbb{R}$ and $u$

an unknown function on $\mathbb{R}$ .
Let $\mathcal{E}(\mathbb{R})$ be the space of differentiable functions on $\mathbb{R},$ $\mathcal{E}’(\mathbb{R})$ the space of

distributions with compact support, $B(\mathbb{R})$ the space of hyperfunctions, and
$B_{c}(\mathbb{R})$ the space of hyperfunctions with compact support. We regard $B_{c}(\mathbb{R})$

as a commutative ring with respect to the convolution product, and $\mathcal{E}’(\mathbb{R})$ as
its subring.

Generally, an ideal of $\mathcal{E}’(\mathbb{R})$ can not be characterized by its common zeros
of the Fourier images. But every closed ideal can be characterized by its
common zeros (with multiplicities) of the Fourier images. Thus when every
kernel $\mu_{j}$ is a distribution, the space of differentiable solutions to $(E)$ has the
dense subspace consisting of all exponential polynomial solutions.

When we study hyperfunction solutions to $(E)$ , we can not apply these
topological methods directly even if the kernels are distributions.

We compare the two spaces: the space of differentiable solutions, that of
hyperfunction solutions. For this purpose, we construct a suitable infinite-
order elliptic differential operator with given growth order. Using this op-
erator, we show that any hyperfunction solution to $(E)$ is a “infinite-order
derivative” of a differentiable solution to $(E)$ .
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1 Main result

Theorem 1.1. Let $u\in B(\mathbb{R})$ be a solution to the system $(E)$ . Then there
exist a hyperfunction $\nu\in B_{\{0\}}(\mathbb{R})$ supported in the origin and a differentiable
solution $v\in\circ(c\mathbb{R})$ to the system $(E)$ which satisfy $u=\iota/*v$ .

Remark 1.2. A hyperfunction $\nu$ supported in the origin is written as $\nu=$

$J(D)\delta$ for a suitable differential operator $J(D)$ of infinite-order with constant
coefficients. Thus we can say “any hyperfunction solution $u$ to $(E)$ is an
infinite-order derivative $J(D)v$ of a differentiable solution $v$

” in some sense.

Corollary 1.3. Assume that every kernel $\mu_{j}$ is a distribution and that the
set

$\{\zeta\in \mathbb{C}|\forall j,\hat{\mu}j(\zeta)=0\}$

is a finite set. Then every hyperfunction solution to $(E)$ is an exponential
polynomial solution.

Now we give the sketch of the proof. We follow the idea due to A. Kaneko
[2].

First we explain the construction of a suitable differential operator $J(D)$

of infinite-order with constant coefficients.
Let $\varphi(t)$ be an increasing function defined on $t\geq 1$ with $\lim_{karrow\infty^{\varphi}}(k)=\infty$

and $\varphi(1)>1$ , and $\{\theta(k)\}k=1,2,\ldots$ a bounded sequence of real numbers with
$\sup_{k}|\theta(k)|\leq\pi/12$ . We define

$\zeta_{k}$ $:=\sqrt{-1}k\varphi(k)e^{\sqrt{-1}(}\theta k)$ , $k=1,2,$ $\ldots$

and

$J_{\varphi,\theta}( \zeta):=\prod_{k=1}^{\infty}(1+(\frac{\zeta}{k\varphi(k)e\sqrt{-1}\theta(k)})^{2})$ .

Note that this infinite product converges and that $J_{\varphi,\theta}$ becomes an entire
function of infra-exponential growth with

$V(J_{\varphi,\theta}):=\{\zeta\in \mathbb{C}|J_{\varphi,\theta}(\zeta)=0\}=\{\pm\zeta k\}_{k}=1,2\ldots.\cdot$

Moreover we give
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Lemma 1.4. $J=J_{\varphi,\theta}$ satisfies that for any $r,$ $s\in \mathbb{R},$ $r>0_{y}|s|\leq\pi/12$

$|J(re^{\sqrt{-1}})s| \geq C\exp\frac{cr}{\varphi(r+1)}$ ,

for some positive constants $C$ and $c$ , and that for any $\zeta\in V(J)$

$|J’( \zeta)|\geq\frac{1}{|\zeta|}$ .

Proof. For $r$ , take $N$ with $N\varphi(N)\leq r<(N+1)\varphi(N+1)$ . Then we have

$|J(re^{\sqrt{-1}s})|= \prod_{k=1}^{\infty}|1+\frac{r^{2}}{(k\varphi(k))^{2}}e^{2\sqrt{-1}(_{S-}(k))}|\theta$

from the estimate $|s-\theta(k)|\leq\pi/6$ ,

$\geq\prod_{k=1}^{N}(1+\frac{r^{2}}{2(k\varphi(k))^{2}})\infty\prod_{k=N+1}(1+\frac{r^{2}}{2(k\varphi(k))^{2}})$

$\geq(1+\frac{1}{2})^{N}\geq\frac{2}{3}\exp((N+1)\log(3/2))$

using $N+1>r/\varphi(N+1)\geq r/\varphi(r+1)$ ,

$\geq\frac{2}{3}\exp\frac{r\log(3/2)}{\varphi(r+1)}$ .

About the $\mathrm{s}\mathrm{e}\mathrm{c}.\mathrm{o}\mathrm{n}\mathrm{d}$ estimate, we use

$J’( \pm(_{j})=\mp\frac{2}{\zeta_{j}}\prod_{k\neq j}(1+(\frac{\pm\zeta_{k}}{k\varphi(k)e^{\sqrt{-1}}\theta(k)})^{2})$

We have

$|J’( \pm\zeta j)|=\frac{2}{|\zeta_{j}|}\prod k\neq j|1-(\frac{j\varphi(j)}{k\varphi(k)})^{2}e^{2\sqrt{-1}}(\theta(j)-\theta(k))|$

$\geq\frac{2}{|\zeta_{j}|}\prod_{k=1}^{j-}(\frac{j^{2}}{k^{2}}\frac{\varphi(j)^{2}}{\varphi(k)^{2}}-1)1k=j+\prod^{\infty}1(1-\frac{j^{2}}{k^{2}}\frac{\varphi(j)^{2}}{\varphi(k)^{2}})$

$\geq\frac{2}{|\zeta_{j}|}\prod_{k=1}^{j-}(\frac{j^{2}}{k^{2}}-1)\prod^{\infty}(1k=j+11-\frac{j^{2}}{k^{2}})$
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Substituting $z=j$ into the formula

$\frac{\sin(\pi z)}{\pi z(1-z^{2}/j2)}=\prod_{k\neq j}(1-z/2k^{2})$

we have the desired result. $\square$

Proposition 1.5. Let $J=J_{\varphi,\theta}$ be $a\mathit{8}$ above. Then any hyperfunction solu-
tion $u\in B(\mathbb{R})$ to $J(D)u=0$ is real analytic.

This was prooved in Kawai [4]. Or in this case we can regard $J(D)$ as
a holomorphic microlocal operator with constant coefficients defined in a
neighborhood of $\dot{T}_{\mathbb{R}}^{*}\mathbb{C}$ with the inverse $1/J(D)$ .

We denote by $A$ the Fourier image of $B_{c}(\mathbb{R})$ , which consists of entire
functions of exponential type with infra-exponential growth on the real axis.

Lemma 1.6. Let $u\in B(\mathbb{R})$ be a hyperfunction and $F_{j}(\zeta)\in A,$ $(j=1,2, \ldots, \ell)$ .
$A\mathit{8}\mathit{8}ume$ that every $F_{j}$ is not identically zero. Then we can find $\varphi(t)$ and $\theta(k)$

as above such that $J=J_{\varphi,\theta}$ satisfies
$\exists v\in \mathcal{E}(\mathbb{R}),$ $J(D)v=u$ , (1)

$\exists q_{j},$ $r_{j}\in A,$ $q_{j}F_{j}+r_{j}J\equiv 1$ , $j=1,2,$ $\ldots,l$ . (2)

Proof. For (1), we may choose $\varphi(t)$ with sufficiently slow growth. We note
that the functions of the form $\exp(cr/\varphi(r+1))$ in Lemma 1.4 themselves are
infra-exponential and that any function of infra-exponential growth can be
estimated from above by these functions. See Kaneko [3].

To prove the second formula, we put $F( \zeta)=\prod_{j}F_{j}(\zeta)F_{j}(-\zeta)$ , and we
may construct $q,$ $r\in A$ with $qF+rJ\equiv 1$ . Note that $F$ and $J$ are even.
First we construct $q$ with $q(\zeta)F(\zeta)=1$ for any $\zeta\in V(J)$ . Using the mini-
mum modulus estimate of entire functions of exponential type, we can choose
$\{\theta(k)\}_{k}$ with

$|F(\pm\zeta k)|=|F(\pm\sqrt{-1}k\varphi(k)e)\sqrt{-1}\theta\langle k)|\geq C\exp(-Ck\varphi(k))$
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with some positive constants $C$ and $c$ . Thus we must solve the interpolation
problem

$\forall(\in V(J), q(\zeta)=1/F(\zeta)$ ,
$q(\zeta)\leq C’\exp(C|’\zeta|)$ ,

with the estimate $1/F(\zeta)\leq C’\exp(c|\zeta|)$ on $V(J)$ . It is possible if we re-
mark the estimate $J’(\zeta)\geq 1/|\zeta|$ on $V(J)$ in Lemma 1.4 and Theorem 4 in
Berenstein-Taylor [1]. Note that when we apply the theorem to our problem,
we must take a suitable weight subharmonic function $p(\zeta)$ satisfying several
properties. $p(\zeta)=|\zeta|$ is not good in order to make sure $q\in A$ . But we omit
the details here.

Once we can construct $q$ , we define $r$ by $r=(1-qF)/J$ . Note that since
$J$ is of infra-exponential growth, the exponential behavior of the quotient $r$

is the same as that of the dividend $1-qF$ . Thus we have $r\in A$ . $\square$

Now we give

Proof of the Theorem 1.1. We define $F_{j}(\zeta)=\hat{\mu}_{j}(-\zeta)$ , apply Lenmna 1.6 to $u$

and $F_{j}’ \mathrm{s}$ , and get $J,$ $v,$ $qj^{\mathrm{S},r_{j}’}’ \mathrm{s}$ . Note that $F_{j}(D)=\mu_{j}*$ . We put

$w= \prod_{j=1}(1-qj(D)Fj(D))vf=\prod_{j=1}^{f}(rj(D)J(D))v$ .

Then we have

$w=v+ \sum_{k=1}^{\ell}(-1)^{k}j_{1}<\cdot\cdot\sum_{k<j}.\prod^{k}q_{j_{i}}i=1(D)F_{j}(iD)v$ ,

and

$Jw=u+ \sum_{k=1}(-1)^{k}\ell j1<\cdots<j\sum_{k}\prod_{i=1}q_{j}iF_{j}.uk.u=$ ,

$F_{k}(D)w=(_{j=}^{\ell-1} \prod_{1}(rjJ))r\ell(D)Fk(D)J(D)v=0$ .

Moreover since $J(w-v)=u-u=0$ , we have $w-v$ is real analytic by virtue
of Proposition 1.5. Thus we have $w\in \mathcal{E}(\mathbb{R})$ . $\square$
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2 An example

In this section we give a very easy example.

Question 2.1. Let $u\in B(\mathbb{R})$ be a hyperfuntion with two period independent
over $\mathbb{Q}$ . Is $u$ a constant?

In other words: We consider the following convolution system

$\{$

$(\delta(\cdot-\alpha)-\delta(\cdot+\alpha))*u=0$ ,
$(\delta(\cdot-\beta)-\delta(\cdot+\beta))*u=0$ ,

$(E_{\alpha,\beta})$

for positive constants $\alpha$ and $\beta$ with $\beta/\alpha\not\in \mathbb{Q}$, and the equation

$\delta’*u=0$ . $(E_{\partial})$

Does a hyperfuntion solution $u\in B(\mathbb{R})$ to $(E_{\alpha,\beta})$ satisfies $(E_{\partial})$ ?

We can give the affirmative answer to this question:

Answer 2.2. For any $\alpha,$
$\beta$ with $\beta/\alpha\not\in \mathbb{Q}$ , every hyperfunction solution $u$

to $(E_{\alpha,\beta})$ is a solution to $(E_{\partial})$ .

Proof. Since the Fourier images of the kernel functions in $(E_{\alpha,\beta})$ are $\sin\alpha\zeta$

and $\sin\beta\zeta$ , and that in $(E_{\partial})$ is $\zeta$ up to non-zero constants, the common zeros
of each system is equal to $\{0\}$ . By corollary 1.3, we can show that every
hyperfunction solution to each system is a constant. $\square$

Remark 2.3. In this situation, we also want to know whether the system
$(E_{\alpha,\beta})$ is always “isomorphic” to $(E_{\partial})$ , i.e., whether the module $\mathit{1}\mathrm{t}/I_{\alpha,\beta}$ $:=$

$B_{\mathrm{c}}(\mathbb{R})/(B_{\mathrm{c}}(\mathbb{R})*\sin(\alpha D)+B_{c}(\mathbb{R})*\sin(\beta D))$ is isomorphic to $M_{\partial}:=B_{c}(\mathbb{R})/B_{c}(\mathbb{R})*$

$D$ as $B_{\mathrm{c}}(\mathbb{R})$ modules.

Answer 2.4. Sometimes, for example if $\beta/\alpha$ is algebraic, the system $(E_{\alpha,\beta})$

is “isomorphic” to the equation $(E_{\partial})$ . But there is a pair $(\alpha, \beta)$ , where $(E_{\alpha,\beta})$

is not “isomorphic” to $(E_{\partial})$ .

From now on, we discuss about the $A$ modules

$\hat{M}_{\alpha,\beta}:=A/(A\sin(\alpha()+A\sin(\beta\zeta)),$ $\hat{M}_{\partial}:=A/A\zeta$ ,

instead of $M_{\alpha,\beta}$ and $M_{\partial}$ .
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Remark 2.5. The Fourier image of $\mathcal{E}’(\mathbb{R})$ is denoted by $A^{f}$ . In Berenstein-
Taylor [1], the authors discussed about $A^{f}$ modules

$\hat{M}_{\alpha,\beta}^{f}:=A^{f}/(A^{f}\sin(\alpha\zeta)+A^{f}\sin(\beta\zeta))$ , $\hat{M}_{\partial}^{f}:=A^{f}/A^{f}\zeta$ ,

and gave a similar result. We follow their idea.

Now we give a brief explanation of this answer. We can show, from
an easy discussion about unitary commutative rings, that there exists an
isomorphism as $A$ modules between two modules, both of which have a single
generator, if and only if the annihilator ideals are the same. The inclusion
$A$ $\sin(\alpha\zeta)+A\sin(\beta\zeta)\subset A\zeta$ is clear. Thus we want to know when $\zeta$ belongs
to A $\sin(\alpha\zeta)+A\sin(\beta\zeta)$ .

Lemma 2.6. The $neces\mathit{8}ary$ and sufficient condition for $\zeta\in$ A $\sin(\alpha\zeta)+$

A $\sin(\beta\zeta)$ is that the number $\beta/\alpha$ has the following estimate:

$\forall\epsilon>0,$ $\exists C_{\epsilon},\forall n>0,$ $\mathrm{d}\mathrm{i}\mathrm{s}(\frac{\beta}{\alpha}, \frac{1}{n}\mathbb{Z})>C_{\epsilon}e^{-}\epsilon n$ . (3)

The necessity is clear. We can show the sufficiency using the same inter-
polation theorem (Theorem 4 in Berenstein-Taylor [1]).

Proof of the Answer 2.4. By virtue of the famous Roth’s theorem, if $\beta/\alpha$ is
algebraic, $\mathrm{d}\mathrm{i}\mathrm{s}(\beta/\alpha, (1/n)\mathbb{Z})$ can be estimated from below by $C(1/n)^{c}$ with
some constants $C$ and $c$ . On the other hand, we can construct a transcen-
dental number $\beta/\alpha$ which does not satisfy (3). For exapmle, we may take an
increasing sequence $\{n_{j}\}_{j}\subset \mathbb{Z}_{+}$ satisfying

$\underline{2}<\exp(-n_{j}!)$ , $\forall j$

$n_{j+1}$ ! $-$

and set $\beta/\alpha:=\sum_{j}1/n_{j}!$ . Then $\beta/\alpha$ is not rational and

$\mathrm{d}\mathrm{i}\mathrm{S}(\frac{\beta}{\alpha}, \frac{1}{n_{j}!}\mathbb{Z})\leq\sum_{+k\geq j1}\frac{1}{n_{k}!}<\frac{\underline{9}}{n_{j+1}!}\leq\exp(-n_{\dot{J}}!)$ .

This estimate shows that $\beta/\alpha$ does not satisfy (3). $\square$
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Remark 2.7. The modules $l\backslash \hat{/}I_{\alpha,\beta}$ and $\mathit{1}1\hat{/}I_{\alpha,\beta}^{f}$ have resolutions

$0arrow A^{f}arrow\phi_{2}(A^{f})^{2}arrow A^{f}\phi_{1}arrow 0$ , $(C^{f})$

$0arrow Aarrow\phi_{2}(A)^{2}-\phi_{1}Aarrow 0$ $(C)$

respectively, where,

$\phi_{2}=\cdot(\sin(\beta\zeta)/\zeta, -\sin(\alpha\zeta)/\zeta)$ , $\phi_{1}=\cdot$ .

In Berenstein-Taylor [1], the authors also showed that if $\mathrm{J}\hat{/}I_{\alpha,\beta}^{f}$ is not isomor-
phic to $\hat{M}_{\partial}^{f}$ , the “extension” $H^{1}(Hom(CJ\cdot, \mathcal{E}(\mathbb{R})))$ does not vanish. Thus we
also expect the similar result about $H^{1}(H_{om}(C, B(\mathbb{R})))$ , but I do not have
the answer yet.
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