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1 Introduction
We presented already IPNS(Infinite-Precision Numerical Simulation) to PDE systems with
smooth $\mathrm{s}\mathrm{o}\mathrm{l}\mathrm{u}\mathrm{t}\mathrm{i}\mathrm{o}\mathrm{n}\mathrm{S}[5]$ . Errors in numerical simulations originate from truncation errors in
discretization and rounding errors. IPNS realizes arbitrary reduction of both errors. In IPNS
the spectral method is used for the control of truncation errors. In particular, the spectral
collocation method with the $\mathrm{C}\mathrm{h}\mathrm{e}\mathrm{b}\mathrm{y}_{\mathrm{S}\mathrm{h}}\mathrm{e}\mathrm{V}-\mathrm{G}\mathrm{a}\mathrm{u}\mathrm{S}\mathrm{S}$-Lobatto $\mathrm{p}\mathrm{o}\mathrm{i}\mathrm{n}\mathrm{t}\mathrm{s}[1]$ is very useful. The order of
the approximation can be controlled by the number of collocation points. Multiple precision
$\mathrm{a}\mathrm{r}\mathrm{i}\mathrm{t}\mathrm{h}\mathrm{m}\mathrm{e}\mathrm{t}\mathrm{i}\mathrm{c}[7]$ is used for the control of rounding errors, and it is easily available by using the
library on the net, e.g. http: $//\mathrm{w}\mathrm{w}\mathrm{w}.\mathrm{l}\mathrm{m}\mathrm{u}.\mathrm{e}\mathrm{d}\mathrm{u}/\mathrm{a}\mathrm{c}\mathrm{a}\mathrm{d}/\mathrm{p}\mathrm{e}\mathrm{r}\mathrm{s}\mathrm{o}\mathrm{n}\mathrm{a}\mathrm{l}/\mathrm{f}\mathrm{a}\mathrm{c}\mathrm{u}\mathrm{l}\mathrm{t}\mathrm{y}/\mathrm{d}\mathrm{m}\mathrm{s}\mathrm{m}\mathrm{i}\mathrm{t}\mathrm{h}2/\mathrm{F}\mathrm{M}\mathrm{L}\mathrm{I}\mathrm{B}.\mathrm{h}\mathrm{t}\mathrm{m}\mathrm{l}$

[10]. It has already been shown that IPNSis- effective in inverse problems, free boundary
problems, $\mathrm{e}\mathrm{t}\mathrm{c}[4,6,9,12]$ .

On the other hand, IPNS needs huge computer resources. This is due to that IPNS is
based on multiple precision arithmetic. High-performance solver is necessary to solve the
linear system which is derived by applying the spectral collocation method. The coefficient
matrix of this linear systems are non-symmetric and the condition numbers are large in
general. The Gauss elimination method has been used to solve linear system until now.
But, the Gauss elimination method need the great time of calculation and the large memory
area. Then, we use the $\mathrm{C}\mathrm{G}\mathrm{S}[11]$ method in this paper. Preconditioning is important for the
CGS method. We use the SOR method that iteration step is fixed as preconditioner.

2 Test problem
Here, we consider the following Cauchy $\mathrm{p}\mathrm{r}\mathrm{o}\mathrm{b}\mathrm{l}\mathrm{e}\mathrm{m}[2]$ .
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Problem. Find $u(x, t)\mathrm{s}.\mathrm{t}$ .

$\triangle u(x, y)=0$ , in $(0,1)\cross(0,1)$ , (2.1)
$u(0, y)=0$ , $0\leq y\leq 1$ , (2.2)
$u(1, y)=0$ , $0\leq y\leq 1$ , (2.3)
$u(x, 0)=0$ , $0\leq x\leq 1$ , (2.4)

$\frac{\partial u(x,0)}{\partial y}=\frac{1}{\pi}\sin(\pi x)$ , $0\leq x\leq 1$ . (2.5)

The exact solution to Problem is

$u(x, y)= \frac{1}{\pi^{2}}\sinh(\pi y)\sin(\pi x)$ . (2.6)

This is an inverse problem. Usual approaches are applications of the regularization and
least square method or $\mathrm{A}\mathrm{I}$ . We tried some $\mathrm{m}\mathrm{e}\mathrm{t}\mathrm{h}\mathrm{o}\mathrm{d}\mathrm{s}[\mathrm{s}, 8]$ , however we were not satisfied.
Here, we apply IPNS directly. We use the same order approximation in $\mathrm{x}$ and $\mathrm{y}$ directions
for simplicity. $N$ represents the order in spectral collocation method. The number of total
collocation points is $(N+1)^{2}$ . The coefficient matrix of the linear system which is derived
by applying the spectral collocation method is $M\cross M$ matrix, where $M=N(N-1)$ . This
is a sparse matrix but is not a band matrix. Fig. 1. shows the form of the coefficient matrix.
Here, $*\mathrm{r}\mathrm{e}\mathrm{p}\mathrm{r}\mathrm{e}\mathrm{s}\mathrm{e}\mathrm{n}\mathrm{t}_{\mathrm{S}}$ non-zero element.
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Fig. 1. The form of the coefficient matrix.
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In the following chapters, we introduce the results by using various solvers.

3 Gauss elimination method
In this section the numerical results by the Gauss elimination method with 120 digit numbers
are shown. The maximum errors, CPU times and the used memory are shown in Table 1.
The amount of operations is proportional to $M^{3}(N^{6})$ and the amount of use of memory is
proportional to $M^{2}(N^{4})$ . In this paper, all numerical calculation are executed by Compaq
$\mathrm{A}1_{\mathrm{P}}\mathrm{h}\mathrm{a}\mathrm{S}\mathrm{e}\mathrm{r}\mathrm{v}\mathrm{e}\mathrm{r}$ ES40 (CPU : $21264-666\mathrm{M}\mathrm{H}_{\mathrm{Z}}$ , memory : $4\mathrm{G}\mathrm{B}$).

Table 1. Numerical results by the Gauss elimination method.

4 SOR method
In this section the SOR method for Cauchy problem is considered. We calculate the optimum
relaxation parameters $\omega$ and the spectral radiuses $\rho(\omega)$ to the iterations matrices of SOR
method by numerically. The results when 10 $\leq N\leq 30$ are shown in Table 2. When
$N$ is even number, the value of $\omega$ is more than 1. In these case, the SOR method are
not converged. When $N$ is odd number, the spectral radius to the optimum relaxation
parameter is approximately 1. It shows that the convergence of the SOR method is very
slow. Therefore, the SOR method doesn’t suit this problem.

Table 2. The Optimum relaxation parameters $\omega$ and the spectral radiuses $\rho(\omega)$ .
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Fig. 2. shows the profiles of the spectral radiuses in $N=10,11,20$ and 21.
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Fig. 2. The profiles of the spectral radiuses.

5 CGS method
In this section some numerical results by the CGS method are shown.

First, Fig. 3 shows the results obtained with unpreconditioned CGS method. In this
case, $N=20$ and 60 digit numbers have been used. But the CGS method is not converged.
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Fig. 3. Unpreconditioned CGS method

Next, we show the results by PCGS method. The SOR method was used as precondi-
tioner. The iteration step of the SOR method is fixed. The iteration numbers of the CGS
method to the relaxation parameters when the number of iteration for the SOR method are
1 and 5 are shown in Fig. 4. Here, $N=20$ and 60 digit numbers have been used. Itera-
tions were stopped when $||r_{n}||_{2}/||b||_{2}\leq 10^{-60}$ . The vertical axis represents the iteration
numbers of the CGS method. The CGS method is converged for various values of the relax-
ation parameter $\omega$ . When the relaxation parameter $\omega$ is 1.3\sim 1.4, it seem that the iteration
numbers are least. On the other hand, the SOR method is not converged when $N=20$ .
Therefore, the optimal relaxation parameter $\omega$ in original SOR method is not important.

$\omega\succ_{\neg}$

$\Delta\underline{\supset\in\not\supset}$

$.+\overline{\frac{\mathrm{o}}{c6D}}$

$\underline{\dot{+\omega_{\partial}}}$

$\omega$

Fig. 4. Iteration numbers to relaxation parameters $\omega$
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Fig. 5 shows that the iteration number and the amount of operations of the PCGS
method to the iteration step of the SOR method with $\omega=1.3$ and 60 digit numbers.
Iterations were stopped when $||r_{n}||_{2}/||b||_{2}\leq 10^{-60}$ . The horizontal axis represents the
number of iterations for SOR method. The vertical axis represents the number of iterations
for CGS method and the number of matrix-multiplications for the CGS method and the
SOR method in the left figure and right figure, respectively. The mount of operations of the
PCGS is least when the number of iterations for SOR method is 3.

$\overline{\omega}$

$r \frac{\lrcorner\supset\Xi}{\mathrm{E}}$

$.-^{\underline{\Phi}}+\overline{\frac{\mathrm{o}}{-^{6}\mathrm{c}^{\partial}}}$

Iteration number of SOR method Iteration number of SOR method

Fig. 5. Relationship between CGS and SOR

Fig. 6 shows the convergence behavior of PCGS method when $N=60$ and digit number
is 400. In preconditioner SOR method, we take the parameter $\omega=1.4$ and fixed the number
of iterations is 3. Iterations were stopped when $||r_{n}||_{2}/||b||_{2}\leq 10^{-90}$ . In this case our
method needs only $300\mathrm{M}\mathrm{B}$ memories, but the Guass elimination method needs $2600\mathrm{M}\mathrm{B}$ .

$.=0^{\circ \mathfrak{j}}$

$=\backslash _{\mathrm{N}}=$

$\sigma_{-}^{\mathrm{P}}$

Iteration number

Fig. 6. Convergence history for PCGS when $\mathrm{N}=60$
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6 Conclusion
In this paper, the Gauss elimination method, the SOR method and the PCGS method are
applied to the linear system which is derived by IPNS to Cauchy problem. The PCGS
method with the SOR method that iteration step is fixed as preconditioner is effective.
The memory could be substantially saved compared with the case to have used the Gauss
elimination method.
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