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Abstract.
Many documents such as Web documents or XML files do not have rigid structures.
Such semistructured documents have been rapidly increasing. We propose anew
method for discovering frequent tree structured patterns in semistructured Web
documents. We consider the data mining problem of finding amaximally frequent
tag tree pattern in semistructured data such as Web documents. Atag tree pattern
is an edge labeled tree which has hyperedges as variables. An edge label is atag
or akeyword in Web documents, and avariable can be substituted by any tree.
So atag tree pattern is suited for representing tree structured patterns in Web
documents. We give apolynomial time algorithm for finding amaximally frequent
tag tree pattern. By using this algorithm, users can get one of knowledge which
users want.

1Introduction

Web data have been rapidly increasing as the Information Technologies develop. Our target for
knowledge discovery is the Web data which have tree structures such as documents on World
Wide Web or $\mathrm{X}\mathrm{M}\mathrm{L}/\mathrm{S}\mathrm{G}\mathrm{M}\mathrm{L}$ files. Such Web documents are called semistructured data [1]. The
purpose of this paper is to discover frequent tree structured patterns which are hidden useful
and simple knowledge in real semistructured Web documents.

In this paper, we adopt avariant of the Object Exchange Model (OEM, for short) in [1] for
representing semistructured data. As an example, we give an XML file xmlsample and alabeled
tree $\mathit{0}_{1}$ as its OEM data in Fig. 1. Many real semistructured data have no absolute schema fixed
in advance, and their structure may be irregular or incomplete. As knowledge representations
for semistructured data, for example, the type of objects [7], tree-expression pattern [9] and
regular path expression [2] were proposed. In [4], we presented the concept of term trees as a
graph pattern suited for representing tree-like semistructured data. Aterm tree is ahypergraph
whose hyperedges are regarded as variables.

In [6], we gave the knowledge discovery system KD-FGS which receives the graph structured
data and produces ahypothesis by using Formal Graph System [8] as aknowledge representation
languages. And, in [4], we designed the efficient knowledge discovery system having polynomial
time matching algorithms and apolynomial time inductive inference algorithm from tree-like
semistructured data. The above two systems find ahypothesis consistent with all input data or
aterm tree which can explain aminimal language including all input data, respectively. These
systems works correctly and effectively for complete data. However, for irregular or incomplete
data, the systems may output an obvious or meaningless knowledge. In this paper, in order to
obtain knowledge efficiently from irregular or incomplete semistructured data, we give atag
tree pattern which is aspecial type of aterm tree. In Fig. 1, for example, we can obtain OEM

数理解析研究所講究録 1205巻 2001年 71-76

71



$(\mathrm{F}\infty \mathrm{i}\mathrm{t}8$ $\rangle$

(Name)

watermelon
$(/\mathrm{N}\mathrm{m}\rangle$

(shap$\cdot$ )

sphere
$\langle$ $/\mathrm{S}\mathrm{h}\mathrm{a}\mathrm{p}\mathrm{e}$ $\}$

{SMpe $\rangle$

large
$\{/\mathrm{S}\mathrm{h}\mathrm{a}\mathrm{p}\mathrm{e}$ $\rangle$

$(/\mathrm{F}\mathrm{m}\mathrm{i}\mathrm{t}6 )$

$x\mathrm{m}l_{-}sample$ 01 $\mathit{0}_{2}$ $\mathit{0}_{3}$ $p$

Fig. 1. An XML file xml sample and alabeled tree $\mathit{0}_{1}$ as its OEM data. Atag tree pattern $p$

which matches OEM data $\mathit{0}_{1}$ and $\mathit{0}_{2}$ but does not match OEM data $0_{3}$ .

data $\mathit{0}_{1}$ and $\mathit{0}_{2}$ from the tag tree pattern $p$ by replacing variables in $p$ with arbitrary trees but
does not obtained OEM data 03 from $p$.

We propose adiscovery method for solving two problems for discovering atag tree pattern as
knowledge. We consider the problem to find amaximally tag tree pattern which can explain more
data of input Web data than auser-specified threshold. We give apolynomial time algorithm
for solving this problem. This algorithm is not necessarily to output atag tree pattern which a
user wants, but we can get efficiently one of frequent tag tree patterns.

This paper is organized as follows. In Section 2, we give the notion of aterm tree as atree
structured pattern for semistructured data. And atag tree pattern is defined for OEM Web
Data. Then, we formally define adata mining problem, Maximally Frequent Tag Tree Pattern
Problem. In Section 3we give an algorithm for solving this problem.

2Preliminaries

2.1 Term Trees as Tree Structured Patterns

Let $T=$ ( $V_{T}$ , Et) be arooted tree (or simply tree) with an edge labeling. Avariable in $V_{T}$ is a
list (Vy, $u’$ ] of two distinct vertices $u$ and $u’$ in $V_{T}$ . Alabel of avariable is called avariable label.
$\Lambda$ and $\mathrm{X}$ denote aset of edge labels and aset of variable labels, respectively, where $\Lambda\cap X=\phi$ .
For aset $S$ , the number of elements in $S$ is denoted by $|S|$ .
Definition 1. Atriplet $g=(V_{g},E_{g}, H_{g})$ is called arooted term tree (or simply aterm tree) if
$H_{g}$ is afinite set of variables such that for any $[u,u’]\in H_{g}$ , $[\mathrm{u},u]$ is not in $H_{g}$ , and the graph
$(V_{g}, E_{g}\cup E_{g}’)$ is atree where $E’=$ { $\{u,v\}|$ Et ) $v]\in H_{g}$ }. Aterm tree $g$ is called regular if all
variables in $H_{g}$ have mutually distinct variable labels in $X$ . In particular, aterm tree with no
variable is called aground term tree and considered to be astandard tree.

For arooted term tree $f$ , apath from $v_{1}$ to $v$:is asequence $\mathrm{v}\mathrm{i},v_{2}$ , $\ldots$ , $v_{*}$
. of distinct vertices

such that for $1\leq j<i$ , there exists an edge or avariable which consists of $v_{j}$ and $v_{j+1}$ . If there
is an edge or avariable which consists of $v$ and $v’$ such that $v’$ lies on the path from the root $r_{t}$

to $v$ , then $v’$ is said to be the parent of $v$ and $v$ is achild of $v’$ .
Let $f=(V_{f},E_{f},H_{f})$ and $g=(V_{g}, E_{g},H_{g})$ be regular term trees. We say that $f$ and $g$ are

isomorphic, denoted by $f\equiv g$ , if there is abijection $\varphi$ from $V_{f}$ to $V_{g}$ such that (i) the root of $f$ is
mapped to the root of $g$ by $\varphi$ , (ii) $\{u,v\}\in E_{f}$ if and only if $\{\varphi(u), \varphi(v)\}\in E_{g}$ and the two edges
have the same edge label, and (iii) $[u,v]\in H_{f}$ or $[v,u]\in H_{f}$ if and only if $[\varphi(u), \varphi(v)]\in H_{g}$ or
$[\varphi(v), \varphi(u)]\in H_{g}$ . Two isomorphic regular term trees are considered to be identical.

Let $f$ and $g$ be term trees with at least two vertices. Let $\sigma=[u, \mathrm{u}\mathrm{r}]$ be alist of two distinct
vertices in $g$ . The form $x:=[g, \sigma]$ is called abinding for $x$ . Anew term tree $f\{x:=[g, \sigma]\}$ is
obtained by applying the binding $x:=[g,\sigma]$ to $f$ in the following way: Let $e_{1}=[\mathrm{u},v_{1}’]$ , $\ldots$ , $e_{m}=$
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$[\mathrm{v}\mathrm{m}, v_{m}’]$ be the variables in $f$ with the variable label $x$ . Let $g_{1}$ , $\ldots$ , $g_{m}$ be $m$ copies of $g$ and $u_{i},u_{\dot{l}}’$

the vertices of $g_{i}$ correspondi $\mathrm{n}\mathrm{g}$ to $u$ , $u’$ of $g$ . For each variable $e:$ , we attach $g_{\dot{l}}$ to $f$ by removing
the variable $e_{i}=[\mathrm{v}\mathrm{i}, v_{i}’]$ from $H_{f}$ and by identifying the vertices $v:,v_{i}’$ with the vertices $u:,u_{\dot{\iota}}’$ of
$g_{i}$ . Let the root of the resulting term tree be the root of $f$ . Asubstitution 0is afinite collection
of bindings { $x_{1}:=[g_{1}$ , tree, $\cdots$ , $x_{n}:=[g_{n}$ , a11 where $x$:’s are mutually distinct variable labels
in $X$ . The term tree $f\theta$ , called the instance of $f$ by $\theta$ , is obtained by applying the all bindings
$x_{i}.--[\mathrm{t}\mathrm{i}, \sigma_{i}]$ on $f$ simultaneously. For term trees $f$ and $g$ , if there exists asubstitution 0such
that $f\equiv \mathrm{g}\mathrm{Q}$ , we write $f\preceq g$ . Especially we write $f\prec g$ if $f\preceq g$ and $g\not\leq f$ . In Fig. 2, as
examples, we give the term tree $t$ , two ground term trees $t_{1}$ and $t_{2}$ , and an instance $t\theta$ which is
obtained by applying asubstitution $\theta=\{x:=[\mathrm{t}\mathrm{i}, [\mathrm{v}\mathrm{m},v_{2}]], y:=[\mathrm{t}\mathrm{i}, [\mathrm{v}\mathrm{m}, u_{2}]]\}$ to the term graph
$t$ .

$t$ $t_{1}$ $t_{2}$ $t\theta$

Fig. 2. Ground term trees $t_{1}$ and $t_{2}$ , and an instance $t\theta$ which is obtained by applying a
substitution $\theta=\{x:=[\mathrm{t}\mathrm{i}, [\mathrm{v}\mathrm{m}, v_{2}]], y:=[\mathrm{t}\mathrm{i}, [\mathrm{u}\mathrm{i}, u_{2}]]\}$ to the term tree $t$ . Avariable is represented
by abox with lines to its elements and the order of its items is indicated by the numbers at
these lines.

2.2 Frequent Tag Tree Patterns

Definition 2. Let $\Lambda_{Tag}$ and $\Lambda_{KW}$ be two languages which contain infinitely many words where
$\Lambda_{Tag}\cap\Lambda_{KW}=\emptyset$. We call words in $\Lambda_{Tag}$ and $\Lambda_{KW}$ atag and akeyword, respectively. Atag tree
pattern is aregular term tree such that each edge label on it is any of atag, akeyword, and a
special symbol ”?”. Atag tree pattern with no variable is called aground tag tree pattern.

For an edge $\{v, v’\}$ of atag tree pattern and an edge $\{u, \mathrm{u}\mathrm{f}\}$ of atree, we say that $\{v, v’\}$

matches $\{u, u’\}$ if the following conditions (1)$-(3)$ hold: (1) If the edge label of $\{v, \mathrm{v}’\}$ is atag
then the edge label of $\{u, u’\}$ is the same tag or atag which is considered to be identical under
an equality relation on tags. (2) If the edge label of $\{v, \mathrm{v}’\}$ is akeyword then the label appears
as asubstring in the edge label of { $u$ , it’}. (3) If the edge label of $\{v, \mathrm{v}’\}$ is ”?” then we don’t
care the edge label of $\{u, u’\}$ .

Aground tag tree pattern $\pi$ $=\{\mathrm{v},$ $E_{\pi},$ $\emptyset$) matches atree $T=\{\mathrm{v},$ $E_{T}$ ) if there exists a
bijection $\varphi$ from $V_{\pi}$ to $V_{T}$ such that (i) the root of $\pi$ is mapped to the root of $T$ by $\varphi$ , (ii)
$\{v, v’\}\in E_{\pi}$ if and only if $\{\varphi(v), \varphi(v’)\}\in Et$ , and (iii) for all $\{v, v’\}\in E_{\pi}$ , $\{v, v’\}$ matches
$\{(\mathrm{p}(\mathrm{v}), \varphi(v’)\}$ . Atag tree pattern $\pi$ matches atree $T$ if there exists asubstitution 0such that
$\pi\theta$ is aground tag term tree and $\pi\theta$ matches $T$ . Then language $L(\pi)$ , which is the descriptive
power of atag tree pattern $\pi$ , is defined as $\mathrm{L}(\mathrm{t}\mathrm{t})=$ {a tree $T|\pi$ matches $T$}.
Data Mining Problems. Aset of semistructured data $V$ $=$ {Ti, $T_{2}$ , $\ldots$ , $Tm$ } is aset of trees.
The matching count of agiven tag tree pattern $\pi$ w.r.t. $D$ , denoted by $match_{D}(\pi)$ , is the number
of trees $T_{i}\in D$ $(1\leq i\leq m)$ such that $\pi$ matches $T_{i}$ . Then the frequency of $\pi$ w.r.t. $D$ is defined
by $supp_{D}(\pi)$ $=match_{D}(\pi)/|D|$ . Let $\sigma$ be areal number where $0\leq\sigma\leq 1$ . Atag tree pattern
$\pi$ is $\sigma$ -frequent w.r.t. 7) if $supp_{\mathcal{D}}(\pi)\geq\sigma$. We denote by $\Pi(L)$ the set of all tag tree patterns
such that all edge labels are in $L$ . Let Tag be afinite subset of $\Lambda_{Tag}$ and $KW$ afinite subset
of $\Lambda_{KW}$ . Atag tree pattern $\pi\in$ $(Tag\cup KW\cup\{?\})$ is maximally $\sigma$ -frequent w.r.t. $D$ if (1)
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$\pi$ is $\mathrm{c}\mathrm{r}$-frequent, and (2) if $L(\pi’)\in$ $\mathrm{L}(\mathrm{t})$ then $\pi’$ is not $\sigma$-frequent for any tag tree pattern
$\pi’\in II(Tag\cup KW\cup\{?\})$ . In Fig. 1, as examples, we give amaximally $\frac{2}{\mathit{3}}$ -frequent tag tree
pattern $p$ in $\Pi$ ( $\{\langle \mathrm{F}\mathrm{r}\mathrm{u}\mathrm{i}\mathrm{t}\mathrm{s}\rangle$ , (Name), (Shape)} $\cup$ {melon} $\cup\{?\}$ ) with respect to OEM data $0_{1},0_{2}$

and $0_{3}$ . The tag tree pattern $p$ matches $\mathit{0}_{1}$ and $0_{2}$ , but $p$ does not match 03.
Maximally Frequent Tag Tree Pattern Problem
Input: Aset of semistructured data $D$ , athreshold $0\leq\sigma\leq 1$ , and finite sets of edge labels
Tag and $KW$ .
Problem: Find amaximally a-frequent tag tree pattern $\pi\in II(Tag\cup KW\cup\{?\})$ w.r.t. V.

All Maximally Frequent Tag Tree Patterns Problem
Input: Aset of semistructured data $D$ , athreshold $0\leq\sigma\leq 1$ , and finite sets of edge labels
Tag and $KW$ .
Problem: Generate all maximally a-frequent tag tree patterns w.r.t. $D$ in $\Pi(Tag\cup KW\cup\{?\})$ .

3Polynomial Time Algorithm for Finding aMaximally Frequent Tag Tree
Pattern

In order to design an efficient knowledge discovery system from tree structured data, we give a
polynomial time algorithm for finding amaximally frequent tag tree pattern.

Lemma 1([3]). Let $t$ be a regular term tree and $T$ a tree. The problem for deciding whether
or not $T\in L(t)$ is computable in polynomial time.

For atag tree pattern $\pi$ , we can compute match-p(7r) in polynomial time by amembership
algorithm, which is an extension of the membership algorithm used in Lemma 1, for each tree
in $D$ and $\pi$ .
Theorem 1. Maximally Frequent Tag Tree Pattern Problem is computable in polynO-
mial tree.

Proof. The following strategy consisting of three steps works correctly for finding one of maxi-
mally $\sigma$-frequent tag tree patterns for $\mathrm{V}$:

Step 1. We find amaximally a-frequent tag tree pattern with no edge. We start with only
one vertex which becomes aroot and visit unvisited vertices in breadth-first manner. For each
vertex $v$ , the following procedure is repeated until no vertex can be added: If there exists a
linear chain consisting of only variables such that the tag tree pattern remains $\sigma$-frequent when
the end point of the linear chain is attached to the vertex $v$ , then attach the end point of the
longest such linear chain to the vertex $v$ .

Step 2. Replace each variable with an edge labeled with $”?$” if the tag tree pattern remains
a-frequent.

Step 3. Replace each “$?$”with labels in Tag and $KW$ if the tag tree pattern remains $\sigma-$

frequent.
The detail of the algorithm is described in Fig. 3.
Let $\pi=(V_{\pi}, E_{\pi}, H_{\pi})$ and $\pi’=$ ( $V_{\pi},$ , En, $H_{\pi’}$ ) be tag tree patterns. We write $\pi\approx\pi’$ if there

exists abijection $\varphi$ : $V_{\pi}arrow V_{\pi’}$ such that for $u$ , $v\in V_{\pi}$ , $\{u, v\}\in E_{\pi}$ or $[u, v]\in H_{\pi}$ if and only
if $\{\varphi(u), \varphi(v)\}\in E_{\pi}$, or $[\varphi(u), \varphi(v)]\in H_{\pi’}$ . Since $\Lambda_{Tag}$ and $\Lambda_{KW}$ are infinite, we can show the
following two claims.

Claim. For any two tag tree patterns $\pi$ , $d$ with $\pi\approx\pi’$ , $\pi\preceq\pi’$ if and only if $L(\pi)\subseteq L(\pi’)$ .

Claim. Let $\pi=(V_{\pi}, E_{\pi},H_{\pi})$ be an output tag tree pattern by procedure MF-TTP when aset
of semistructured data $V$ is given. If there exists atag tree pattern $\pi’$ such that $\pi’$ is a-frequent
w.r.t. $D$ and $\mathrm{L}(\mathrm{n}\mathrm{f})\subseteq \mathrm{L}(\mathrm{t})$ then $\pi\approx\pi’$ .

Let $\pi=(V_{\pi}, E_{\pi}, H_{\pi})$ be an output tag tree pattern by procedure MF-TTP. Suppose that
there exists atag tree pattern $\pi’=$ ( $V_{\pi’}$ , En, $H_{\pi’}$ ) such that $D$ $\subseteq \mathrm{L}(\mathrm{n}\mathrm{f})\subsetneqq$ $L(\pi)$ . From the above

two claims, we obtain $\pi’\approx\pi$ and then $\pi’\prec\pi$ . We have two possibilities. The first case we have

74



Algorithm MF-TTP;
begin

$//\mathrm{S}\mathrm{t}\mathrm{e}\mathrm{p}1$

$\pi$ $:=Basic-{\rm Re} e(D)$ ;
$//\mathrm{S}\mathrm{t}\mathrm{e}\mathrm{p}2$

foreach variable $[u, v]\in H_{\pi}$ do begin
let $\pi’$ be atag tree pattern which is obtained from $\pi$ by replacing variable $[u, v]$

with an edge labeled with ”?”;
if $\pi’$ is $\mathrm{c}\mathrm{r}$-frequent w.r.t. $V$ then $\pi:=\pi’$

end;
$//\mathrm{S}\mathrm{t}\mathrm{e}\mathrm{p}3$

foreach edge $\{u, v\}\in E_{\pi}$ with an edge label ”?” do begin
foreach edge label $w\in Tag$ $\cup KW$ do begin

let $\pi’$ be atag tree pattern which is obtained from $\pi$ by replacing ”?” with $w$ ;
if $\pi’$ is $\mathrm{c}\mathrm{r}$-frequent w.r.t. $D$ then begin $\pi:=\pi’$ ;break end

end
end;
return $\pi$

end;

Procedure Basic-Tree(P);
begin

$//\mathrm{E}\mathrm{a}\mathrm{c}\mathrm{h}$ variable is assumed to be labeled with adistinct variable label.
$d:=0;\pi$ $:=(\{r\}, \emptyset, \emptyset)$ ;
$\pi$ $:=breadth$-expansion$(r, \pi, D)$ ;
$\max$-depth: $=\mathrm{t}\mathrm{h}\mathrm{e}$ depth of $\pi;d:=d+1$ ;
while $d\leq$ $depth-1$ do begin

$v:=\mathrm{t}\mathrm{h}\mathrm{e}$ leftmost vertex of $\pi$ at depth $d$;
$\pi$ $:=breadth$-expansion$(v, \pi, D)$ ;
while there exists asibling of $v$ which is not yet visited do begin

Let $v’$ be asibling of $v$ which is not yet visited;
$\pi$ $:=breadth$-expansion(v’, $\pi$ , $D$)

end;
$d:=d+1$

end;
return $\pi$

end;

Procedure breadth-expansion(v, $\pi$ , $D$); Procedure depth-expansion $(v, \pi, D)$ ;
begin begin

$\pi’$ depth-expansion$(v, \pi, D)$ ; Let $\pi$ be $(V_{\pi}, @, H_{\pi})$ ;
while $\pi$ $\neq\pi’$ do begin Let $v’$ be anew vertex and $[v, \mathrm{v}’]$ anew variable;

$\pi:=\pi’$ ; ? $:=(V_{\pi}\cup\{v’\}, )$ , $H_{\pi}\cup\{[v, v’]\})$ ;
$\pi’$ depth-expansion(v, $\pi$ , $D$) while $\pi’$ is $\mathrm{c}\mathrm{r}$-frequent w.r.t. $D$ do begin

end; $\pi:=\mathrm{v}\mathrm{r}$$’;v:=v’$ ;
return $\pi$ Let $v’$ be anew vertex and $[v, v’]$ anew variable;

end; $\pi’:=(V_{\pi}\cup\{v’\}, \emptyset, H_{\pi}\cup\{[v, v’]\})$ ;
end;
return $\pi$

end;

Fig. 3. MF-TTP: An algorithm for finding amaximally $\mathrm{c}\mathrm{r}$-frequent tag tree pattern

75



is $\mathrm{t}$

lab
Th
tre
$\pi’$

obt
lab
exi
$\pi\pi’,,\}$

hat there exists avariable $[u, v]\in H_{\pi}$ such that $\pi’\preceq\pi\{x:=[\mathrm{T}\mathrm{a}, [\mathrm{u}, \mathrm{v}’]]\}$ where $x$ is avariable
el of $[u, v]$ and $T_{a}$ is atree which have only one edge $\{u’, v’\}$ labeled with $a\in Tag\cup KW\cup\{?\}$ .

$\mathrm{e}$ second case is that there exists an edge $\{u,v\}\in E_{\pi}$ labeled with ”?” such that $\pi’$ is atag
$\mathrm{e}$ pattern by replacing the ”?” with alabel in $Tap\cup KW$ . In the both cases, the existence of
leads to acontradiction. Here we show the first case. Let $\pi’$ be atag tree pattern which is
ained in the procedure MF-TTP just before trying to replace the variable $[u, v]$ with an edge
eled with $a$ . Then we have that $\pi’\{x:=[\mathrm{T}\mathrm{a}, [u’,v’]]\}$ is not a-frequent w.r.t. $D$ and there
sts asubstitution 0with $\pi\equiv\pi’\theta$ . Since $\pi’\preceq\pi\{x:=[T_{a}, [u’, v’]]\}\equiv\pi’\theta\{x:=[T_{a}, [u’, v’]]\}\equiv$

$x:=[T_{a}, [u’, v’]]\}\theta$ , we have $\pi’\preceq\pi’\{x:=[T_{a}, [u’, v’]]\}$ . Since $\pi’$ is $\sigma$-frequent $\mathrm{w}.\mathrm{r}$.t. 7), also
$x:=[T_{a}, [u’, v’]]\}$ is a-frequent w.r.t. D. This is acontradiction. 0

4Conclusions

In this paper, we have considered knowledge discovery from semistructured Web documents such
as XML files. We have proposed atag tree pattern which is suited for representing tree structured
pattern in such semistructured data. We have given an algorithm for solving Maximally Frequent
Tag Tree Pattern Problem. An algorithm for solving All Maximally Frequent Tag Tree Patterns
Problem and the experimental results on the algorithm were reported in [5]. Thus, we have
shown that atag tree pattern and the algorithms are useful for knowledge discovery from
semistructured Web documents.
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