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ABSTRACT. Anonlinear density-dependent system of diffusion-reaction equations de-
scribing the spatial spreading of biomass during the development of microbial films
is analysed. It comprises two non-standard diffusion effects, degeneracy as in the
porous medium equation and fast diffusion. The existence of aunique bounded so
lution and aglobal attractor is proved in dependence of the boundary conditions.
This is achieved by studying an auxiliary approximating sequence of systems of non-
degenerate evolution equations and the construction of aLipschitz continuous semi-
group by passing to the limit in the approximation parameter. Numerical examples
are given that illustrate the main result of this paper.

INTRODUCTION.

Biofilms play avery important role in many scientific and technological areas.
Consequently, they are studied in many disciplines and biofilm research is atruly
interdisciplinary research topic. Biofilms are the most succesful life form on earth
growing virtually everywhere, where nutrients are available to feed bacteria. In fact,
most bacteria live in biofilm colonies and only asmall minority appears as suspended
planktonic organisms. Biofouling, biocorrosion, and bacterial infections are harmful
impacts of biofilms. On the other hand, benefical properties of biofilms are used in
enviromental engineering for wastewater treatment, groundwater protection, and
soil remediation, where the sorption properties of microbial films play akey role
in self-purification. The microorganisms in abiofilm are embedded in apolymeric
matrix. This slime layer provides protection to the bacteria and vivid microbial
communities can develop.

The first generation of mathematical models for biofilms was based on the as-
sumption that biofilms develop in flat homogeneous layers and not much attention
was brought to the actual biofilms structure. These models serve well for the
purpose of engineering applications on the macr0-scale, $i.e$ . on the reactor level.
However, they cannot be used to explain the sometimes highly irregular shape of
microbial communities and the behavior of biofilms on the mes0-scale, $i.e$ . the
biofilm itself. Since this first generation of biofilm models based on the seminal
work [WG86] explicitly takes advantage of the one-dimensionality of the model
setup (the biofilm can only grow perpendicularly to the substratum), ageneraliza-
tion of this approach to the spatially heterogeneous case is not possible. Therefore
new model concepts became necessary. The big challenge in biofilm modelling is to
describe the spatial spreading mechanism for biomass. The a priori postulations
for most spatial biofilms, derived ffom experimental evidence, are:
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(i) Spatial spreading of biomass does not take place if the biomass density is low
but only if it is approaches aknown maximum value.

(ii) The biomass density does not exceed this upper bound.
(Hi) The model should be compatible with established biofilm reaction kinetics.
Acharacteristic property of biofilms is that new biomass is produced as long as

there are nutrients available to feed on. Therefore, as aconsequence of (iii), the
upper bound for biomass mass cannot stem ffom the kinetic reactions, but must
be governed by the mechanism describing spatial spreading of biomass.

Fig. 1: Schematic sketch of the biofilm model setup. The actual biofilm is the
biomass occupied region $\Omega_{2}(t)=\{x\in\Omega|M(t, x)>0\}$ the region $\Omega_{1}(t)=\{x\in\Omega|$

$M(t, x)=0\}$ without biomass represents the liquid region.

Ahighly nonlinear reaction-diffusion model for the independent model variables
biomass density and nutrient concentration was formulated in [EPLOI]. The actual
shape of the biofilm is the region $\Omega_{2}(t)$ where the biomass density is positive, while
the region $\Omega_{1}(t)$ without biomass is the liquid region (see Figure 1.). In this mon0-
$\mathrm{s}\mathrm{u}\mathrm{b}\mathrm{s}\mathrm{t}\mathrm{r}\mathrm{a}\mathrm{t}\mathrm{e}/\mathrm{m}\mathrm{o}\mathrm{n}\mathrm{o}$ -species prototype model, biomass acts as apredator and nutrients
are their prey. While the evolution equation for nutrients is astandard semi-linear
reaction-diffusion equation, the spatial spreading mechanism for biomass shows two
non-standard effects: the density-dependent biomass diffusion coefficient vanishes
in the absence of biomass present and it has asingularity where the biomass density
takes it maximum possible value. Thus, the model equation for bimoass formation
comprises degeneracy as known ffom the porous medium equation, as well as fast
diffusion. Both equations are coupled through reaction terms described by aMonod
function.

In first $adhoc$ numerical simulations of the formation of three dimensional biofilm
structures, it was illustrated that this model obeys the above a priori postulations,
and that its qualitative behavior with respect to the formation of rough or smooth
biofilm surfaces agrees with experimental expectations.

The biofilm growth model suggested in [EPLOI] reads:

(0.1) $\{\begin{array}{l}\partial_{t}S=d_{1}\Delta_{x}S-K_{1}\frac{SM}{K_{4}+S},x\in\Omega\partial_{t}M=d_{2}\nabla_{x}(\frac{M^{b}}{(1-M)^{a}}\nabla_{x}M)-K_{2}M+K_{3}\frac{SM}{K_{4}+S}S|_{\partial\Omega}=1,M|_{\partial\Omega}=0S|_{t=0}=S_{0},M|_{t=0}=M_{\mathrm{O}}\end{array}$

where $\Omega\subset\subset \mathbb{R}^{n}$ is abounded domain with the piecewise smooth boundary $\Gamma=$

on, $\Delta_{x}$ is the Laplacian with respect to spatial variables $x=$ $(x^{1}, \cdots, x^{n})$ , $\nabla_{x}$ is
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the $\mathrm{g}\mathrm{r}\mathrm{a}\mathrm{d}\mathrm{i}\mathrm{e}\mathrm{n}\mathrm{t}/\mathrm{d}\mathrm{i}\mathrm{v}\mathrm{e}\mathrm{r}\mathrm{g}\mathrm{e}\mathrm{n}\mathrm{c}\mathrm{e}$ operator, $S(t,$x) is the unknown substrate concentration,
$M(t,$x) is the unknown biomass density and $d_{1}>0$ , $d_{2}>0$ , $K_{1}\geq 0$ , $K_{2}\geq 0$ ,
$K_{3}\geq 0$ , $K_{4}>0$ , a $\geq 1$ and b $\geq 1$ are given constants with the following meaning:

$d_{1}$ substrate diffusion coefficient;
$d_{2}$ biomass diffusion coefficient;
$K_{1}$ maximum specific consumption rate;
$K_{2}$ biomass decay rate;
$K_{3}$ maximum specific growth rate;
$K_{4}$ Monod half saturation constant (relative to $S_{0}$ );
$a$ , $b$ biomass spreading parameters.

In this formulation, both dependent variables are dimensionless: $S$ is scaled
with respect to the bulk concentration and $M$ is relative to the maximum biomass
density. Therefore, it is required a priori that the initial data $(S_{0}, M_{0})$ satisfy

(0.2) $S_{0}$ , $M_{0}\in L^{\infty}(\Omega)$ , $0\leq S_{0}(x)\leq 1,0\leq M_{0}(x)\leq 1$ , $x\in\Omega$ ,

and seek for the solution $(S(t), M(t))$ of (0.1) satisfying

(0.3) $S(t)$ , $L(t)$ $\in L^{\infty}(\Omega)$ , $0\leq S(t, x)\leq 1$ , $0\leq M(t, x)\leq 1$ .

In the present paper, we give amathematical study of problem (0.1). In Section 1,
an auxiliary non-degenerate second order parabolic system is introduced that ap-
proximates the original degenerate problem (0.1) and several useful uniform (with
respect to the approximating parameter) estimates are derived for solutions of this
problem. Then, in Section 2, we prove the existence of asolution of the original
problem (0.1) satisfying (0.3) and we verify its uniqueness. Moreover, it is proven
that (0.1) generates aLipschitz continuous semigroup in the appropriate phase
space and that this semigroup possesses acompact global attractor $A$.

Further types of boundary conditions for the biomass concentration $M$ are briefly
considered in Section 3. In particular, we consider mixed homogeneous Dirichlet-
Neumann boundary conditions, $i.e$ . the boundary $\Gamma$ is splitted into two parts $\Gamma_{D}$

and $\Gamma_{N}$ with Dirichlet boundary conditions for $M$ imposed on $\Gamma_{D}$ and Neumann
boundary conditions on $\Gamma_{N}$ . In the case where $\mathrm{r}_{D}\neq\emptyset$ , the situation occurs to be
very closely related to the case of Dirichlet boundary conditions everywhere, and
we obtain existence of aglobal solution of system (0.1), its uniqueness, and the
existence of aglobal attractor $A$ in the same way as for pure Dirichlet boundary
conditions.

In contrast to this, the case of Neumann boundary conditions is more compli-
cated: The diffusion mechanism appears to be not strong enough to preserve the $a$

priori upper bound $M(t, x)\leq 1$ for the biomass concentration. In fact, in Section
3we give aset of parameters $\mathrm{d}\mathrm{i}$ , $d_{2}$ , Kt, $K_{2}$ , $K_{3}$ and $K_{4}$ for which for every non-
trivial initial data $M_{0}$ the corresponding solutions reach the singularity at $M\equiv 1$ in
afinite time. Therefore, in this case there exist no global solutions of (0.1), except
the trivial one $M\equiv 0$ . This is an important result that corresponds to the case of
aclosed biofilm reactor if nutrients are not limited; eventually the entire reactor
space will be filled due to the steady production of new biomass in the system.

Finally, some numerical illustrations of solutions of problem (0.1) are given in
Section 4.
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\S 1 AUXILIARY APPROXIMATION EQUATIONS AND UNIFORM APRIORI ESTIMATES.

In this section, we approximate the degenerate problem (0.1) by asequence
of nondegenerate parabolic systems with smooth classical solutions and we derive
several useful uniform (with respect to the approximating parameters) a priori

estimates for the solutions of these auxiliary problems. In the next section, we will
construct aLipschitz continuous semigroup associated with the degenerate problem
(0.1) by passing to the limit in the auxiliary approximation equations.

More precisely, for every $R>1$ , we consider the following regular second order
parabolic system:

(1.1) $\{\begin{array}{l}\partial_{t}S=d_{1}\Delta_{x}S-K_{1}\frac{SM}{K_{4}+S}\partial_{t}M=d_{2}\nabla_{x}(f_{R}(M)\nabla_{x}M)-K_{2}M+K_{3}\frac{SM}{K_{4}+S}S|_{\partial\Omega}=1,S|_{t=0}=C_{0},M|_{\partial\Omega}=0,M|_{t=0}=M_{0}\end{array}$

where the function $f_{R}(z)$ is defined by

(1.2) $f_{R}(z):=\{$
$(z+1/R)^{b}/(1-z)^{a}$ , if $z\leq 1-1/R$ ,
$R^{a}$ , if $z>1-1/R$ .

In the sequel of this section we derive several uniform (with respect to R) estimates
for solutions of (1.1) that are necessary for passing to the limit R $arrow\infty$ .
Proposition 1.1. Let assumptions (0.2) hold. Then, for every t $\geq 0$ , the solution
($S(t)$ Jf(t)) of (1.1) satisfies

(1.3) $0\leq S(t)\leq 1$ , $0\leq M(t)\leq 1+CR^{-a}$ ,

where R is large enough and C is independent of R. Moreover, the following esti-
mate is valid:

(1.4) $\int_{t}^{t+1}||\partial_{t}S(s)||_{H^{-1}(\Omega)}^{2}ds+\frac{t}{t+1}||S(t)||_{H^{1}(\Omega)}^{2}\leq C$,

and if, in addition, $S_{0}\in H^{1}(\Omega)$ and $S0|_{\partial\Omega}=1$ , then

(1.5) $||\partial_{t}S(t)||_{H^{-1}(\Omega)}^{2}+||S(t)||_{H^{1}(\Omega)}^{2}\leq C$

where the constant C is independent of R.

Proof First, we observe that second order parabolic system (1.1) is regular and,
consequently, the existence of asolution can be proved in aclassical way if the
estimates for $L^{\infty}$ -norm are known a priori, see e.g. [LSU67]. Therefore, it only
remains to obtain such estimates using acomparison principle.

It is obvious that $S(t)$ and $M(t)$ axe nonnegative, and the upper bound $S(t)\leq 1$

is an immediate corolary of the first equation of (1.1) by comparison with $S(t)\equiv 1$ .
In order to derive the upper bounds of (1.3) for the function $M(t)$ we introduce a
barrier function

(1.6) $M_{\nu}(x):=1+\nu v(x)$ ,
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where $v(x)\geq 0$ solves
(1.7) $\Delta_{x}v=-1$ , $v|_{\partial\Omega}=0$ .
Then, obviously
(1.8) $1\leq M_{\nu}(x)\leq 1+C\nu$,
where $C$ is independent of $\nu$ . Furthermore, on one hand, we have
(1.9) $M_{0}(x)\leq M_{\nu}(x)$ and $M(t)|_{\partial\Omega}\leq M_{\nu}|_{\partial\Omega}$ ,
and on the other hand we obtain

(1.10) $\nabla_{x}(f_{R}(M_{\nu})\nabla_{x}M_{\nu})-\mathrm{K}2\mathrm{M}\mathrm{V}+K_{3}\frac{M_{\nu}S(t)}{K_{4}+S(t)}\leq d_{2}R^{a}\nu-K_{2}+2K_{3}\leq 0$

if $R>1$ is large enough and $\nu\sim R^{-a}$ . Thus, applying the comparison principle to
the second equation (1.1) and using (1.9) and (1.10), we prove that

$M(t)\leq M_{\nu}(t)\leq 1+CR^{-a}$ ,
which finishes the proof of (1.3). In order to verify (1.4) and (1.5), we rewrite the
first equation of (1.1) as follows:

(1.11) $dtS- \Delta_{x}S=h(t):=K_{1}\frac{M(t)S(t)}{K_{4}+S(t)}$ , $S|_{\partial\Omega}=1$ .

We note that (1.3) yields
(1.12) $||h(t)||_{L^{\infty}(\Omega)}\leq 2K_{1}$ , $t\in \mathbb{R}_{+}$ .
Applying now the standard $L^{2}$-regularity result to equation (1.11) and taking into
account (1.12), we derive estimates (1.4) and (1.5). Hence, Proposition 1.1is
proved.

The next proposition provides the Lipschitz continuity in $L^{1}(\Omega)$-norm which is
standard for non-degenerate second order parabolic equations (see e.g. $[\mathrm{B}\mathrm{r}\mathrm{C}79]$ ,
$[\mathrm{B}\mathrm{e}\mathrm{G}95]$ and [FIS96] $)$ .
Proposition 1.2. Let $(S_{1}(t), M_{1}(t))$ and $(S_{2}(t), M_{2}(t))$ be two solutions of (1.1)
with initial data satisfying (0.2). Then, the following estimate is valid:

(1.13) $||S_{1}(t)-S_{2}(t)||_{L^{1}(\Omega)}+||M_{1}(t)-M_{2}(t)||_{L^{1}(\Omega)}\leq$

$\leq e^{(K_{1}+K_{2}+K_{3})t}(||S_{1}(0)-S_{2}(0)||_{L^{1}(\Omega)}+||M_{1}(0)-M_{2}(0)||_{L^{1}(\Omega)})$ .

Proof. Substracting equations (1.1) for $S_{2}(t)$ and $M_{2}(t)$ ffom the corresponding
equations (1.1) for $S_{1}(t)$ and $M_{1}(t))$ , multiplying them by $\mathrm{s}\mathrm{g}\mathrm{n}(S_{1}(t)-S_{2}(t))$ and
$\mathrm{s}\mathrm{g}\mathrm{n}(M_{1}(t)-M_{2}(t))$ respectively, summing the obtained equations and using the
Kato inequality (see [CHA87]), we derive in astandard way (see the proof of The-
orem 2.2 below) that
(1.14) $\partial_{t}(||S_{1}(t)-S_{2}(t)||_{L^{1}(\Omega)}+||M_{1}(t)-M_{2}(t)||_{L^{1}(\Omega)})\leq$

$\leq(K_{1}+K_{2}+K_{3})(||S_{1}(t)-S_{2}(t)||_{L^{1}(\Omega)}+||M_{1}(t)-M_{2}(t)||_{L^{1}(\Omega)})$ .
Applying Gronwall’s inequality to relation (1.14), we obtain (1.13) which proves
Proposition 1.2.

The following proposition gives uniform (with respect to $R$) estimates for the
function

(1.15) $F_{R}(M):= \int_{0}^{M}f_{R}(v)dv$ .
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Proposition 1.3. Let the above assumptions hold. Then, the following estimate
is valid:

(1.16) $||F_{R}(M(T))||_{H^{1}(\Omega)}^{2}+ \int_{T}^{T+1}(|\partial_{t}M(t)|^{2}, f_{R}(M(t)))dt\leq$

$\leq C(||F_{R}(M(0))||_{H^{1}(\Omega)}^{2}+1)$ ,

where $F_{R}(M)$ is defined by (1.15) and the constant $C$ is independent of $R$ and initial
data $(S_{0}, M_{0})$ satisfying (0.2).

Proof Let us multiply the second equation of (1.1) by $F_{R}(M(t))$ and integrate over
$x\in\Omega$ . Then, taking into account inequalities (1.3) and the Friedrichs inequality,
we have

(1.17) $\partial_{t}(\Phi_{R}(M(t)), 1)+3\alpha||F_{R}(M(t))||_{H^{1}(\Omega)}^{2}\leq C$

where

(1.18) $\Phi_{R}(M):=\int_{0}^{M}F_{R}(v)dv$,

and where positive constants $C$ and $\alpha$ are independent of $R$ .
Let us now multiply the second equation of (1.1) by $\partial_{t}F_{R}(M(t))$ and integrate

over $x\in\Omega$ . Then, after some obvious transformations, we have

(1.19) $(| \partial_{t}M(t)|^{2}, f_{R}(M(t)))+\partial_{t}[\frac{1}{2}||F_{R}(M(t))||_{H^{1}(\Omega)}^{2}+$

$+K_{2}$ ($\int_{0}^{M(t)}vf_{R}(v)dv$ , $1$) $-K_{3}( \frac{S(t)}{K_{4}+S(t)},$ $\int_{0}^{M(t)}vf_{R}(v)dv)]=$

$=K_{4}$ ( $\frac{\partial_{t}S(t)}{(K_{4}+S)^{2}}$ , $\int_{0}^{M(t)}vf_{R}(v)dv)\leq\alpha||F_{R}(M(t))||_{H^{1}(\Omega)}^{2}+C||\partial_{t}S(t)||_{H^{-1}(\Omega)}^{2}$ ,

Summing now inequalities (1.17) and (1.19) and denoting

(1.20) $G(t):= \frac{1}{2}||F_{R}(M(t))||_{H^{1}(\Omega)}^{2}+K_{2}(\int_{0}^{M(t)}vf_{R}(v)dv,$ $1)-$

$-K_{3}$ ( $\frac{S(t)}{K_{4}+S(t)}$ , $\int_{0}^{M(t)}vf_{R}(v)dv$) $+(\Phi_{R}(M(t)),$1),

we derive that

(1.21) $\partial_{t}G(t)+\alpha G(t)+\alpha||F_{R}(M(t))||_{H^{1}(\Omega)}^{2}+$

$+(| \partial_{t}M(t)|^{2}, f_{R}(M(t)))\leq H(t):=\alpha K_{2}(\int_{0}^{M(t)}vf_{R}(v)dv,$ $1)-$

$-\alpha K_{3}$ ( $\frac{S(t)}{K_{4}+S(t)}$ , $\int_{0}^{M(t)}vf_{R}(v)dv$) $+C(1+||\partial_{t}S(t)||_{H^{-1}(\Omega)}^{2})$ .
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Then, on one hand, using (1.3) and Schwartz’ inequalty, we have

(1.22) $\frac{1}{4}||F_{R}(M(t))||_{H^{1}(\Omega)}^{2}-C_{1}\leq G(t)\leq||F_{R}(M(t))||_{H^{1}(\Omega)}^{2}+C_{1}$ ,

where $C_{1}$ is independent of $R$ . On the other hand, one obtains analogously

(1.23) $H(t)\leq\alpha||F_{R}(M(t))||_{H^{1}(\Omega)}^{2}+C_{2}(1+||\partial_{t}S(t)||_{H^{-1}(\Omega)}^{2})$ ,

where $C_{2}$ is also independent of $R$ . Applying now Gronwall’s inequality to relation
(1.21) and using (1.22), (1.23), and (1.4), we finally derive estimate (1.16). This
finishes the proof of Proposition 1.3.

Corollary 1.1. Under the assumptions of Proposition 1.3 the following estimate
holds:

(1.24) $||\partial_{t}M(t)||_{H^{-1}(\Omega)}^{2}\leq C(1+||F_{R}(M(0))||_{H^{1}(\Omega)}^{2})$ :

where the constant $C$ is independent of $R$ .
This estimate (1.24) is an immediate corollary of (1.16) and the second equation

of (1.1).
In conclusion we derive the uniform (with respect to $R$) smoothing property for

solutions of (1.1).

Proposition 1.4. Let the above assumptions hold. Then, there exist positive num-
bers $\kappa=\kappa(a)$ and $C=C(a)$ , which are independent of $R$ and of the initial data
$(S_{0}, M_{0})$ satisfying (0.2), such that

(1.25) $||F_{R}(M(t))||_{H^{1}(\Omega)}^{2} \leq C\frac{t^{\kappa}+1}{t^{\kappa}}$ , $t>0$ .

Proof. Because of (1.16), it is sufficient to prove (1.25) for $t\leq 1$ only. Multiplying
now the second equation of (1.1) by $[F_{R}(M(t))]^{\delta}$ , where $\delta>0$ will be fixed below,
denoting

(1.26) $\Phi_{\delta,R}(M):=\int_{0}^{M}[F_{R}(v)]^{\delta}dv$

and taking into account (1.3), we obtain after standard calculations

(1.27) $\partial_{t}\Phi_{\delta,R}(M(t))+\alpha||F_{R}(M(t))^{\delta+1}||_{L^{1}(\Omega)}+\alpha||F_{R}(M(t))^{(\delta+1)/2}||_{H^{1}(\Omega)}^{2}\leq C$,

where positive constants $C$ and aare independent of $R$ . Let us first set $\delta=\delta_{0}$
,

$:=$

$a^{-1}$ . Then, as it is not difficult to verify,

(1.28) $\Phi_{\delta_{\mathrm{O}},R}(M_{0})\leq C_{1}$

is valid for every $M_{0}$ satisfying (0.2) and the constant $C_{1}$ is independent of $R$ .
Integrating now (1.27) by $t$ and taking into account (1.28), we derive

(1.29) $\int_{0}^{1}||F_{R}(M(t))^{(\delta_{0}+1)/2}||_{H^{1}(\Omega)}^{2}+||F_{R}(M(t))^{\delta_{0}+1}||_{L^{1}(\Omega)}dt\leq C_{2}$ ,
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where the constant $C_{2}$ is independent of R.
We now assume that $\delta>\delta_{0}$ . Then, multiplying (1.27) by $t^{N}$ , integrating by $t$

and using the obvious inequality

$\Phi_{\delta_{0},R}(M(t))\leq C[F_{R}(M(t))]^{\delta}$ ,

we derive the reccurrent relation

(1.30) $\int_{0}^{1}t^{N}(||F_{R}(M(t))^{(\delta+1)/2}||_{H^{1}(\Omega)}^{2}+||F_{R}(M(t))||_{L^{\delta+1}(\Omega)}^{\delta+1})dt\leq$

$\leq C_{3}(1+\int_{0}^{1}t^{N-1}||F_{R}(M(t))||_{L^{\delta}(\Omega)}^{\delta}dt)$ .

Starting with (1.29) and iterating estimate (1.30) if necessary, we have

(1.31) $\int_{0}^{1}t^{N_{a}}||F_{R}(M(t))||_{H^{1}(\Omega)}^{2}dt\leq C_{4}$,

where $N_{a}\in \mathrm{N}$ and $C_{4}>0$ are independent of $R$.
Now the proof of Proposition 1.4 can be finished. We note that, for every $t\in$

$(0,1)$ , (1.31) implies the existence of $T_{0}\in[t/2, t]$ such that

(1.32) $||F_{R}(M(T_{0}))||_{H^{1}(\Omega)}^{2}\leq 2C_{4}t^{-N_{a}-1}$

Estimate (1.25) is now an immediate corolary of (1.32) and (1.16) (in which we
replace the initial time $t=0$ by $t=T_{0}$ ). Moreover, we can set $\kappa_{a}:=(N_{a}+1)$ .
Hence, Proposition 1.4 is proved.

The next proposition gives uniform (with respect to R) estimates for the $H^{s}(\Omega)-$

norms of solutions $S(t)$ , $\mathrm{M}(\mathrm{t})$ of (1.1) for asufficiently small positive s.
Proposition 1.5. Let the above assumptions hold. Then, the following estimate
is valid for solutions $(S(t), M(t))$ of problem (1.1):

(1.33) $||M(t)||_{H^{\epsilon}(\Omega)}\leq C(||F_{R}(M(t))||_{H^{1}(\Omega)}+1)$ ,

where s $< \frac{1}{b+1}$ and the constant C is independent on R.

Proof. It follows from the definition of $F_{R}(M)$ that

(1.34) $||M(t)^{1+b}||_{H^{1}(\Omega)}^{2} \leq C\int_{x\in\Omega}M(t, x)^{2b}|\nabla_{x}M(t, x)|^{2}dx\leq$

$\leq C\int_{x\in\Omega}[f_{R}(M(t, x))]^{2}|\nabla_{x}M(t, x)|^{2}dxdt\leq C||F_{R}(M(t)||_{H^{1}(\Omega)}^{2}$,

where the constant $C$ is independent of $R$. Since the $L^{\infty}$ note of At(t) is uniformly
bounded (due to (1.3)), estimate (1.33) is an immediate corollary of (1.34) and of
the standard description of fractional order Sobolev spaces $H^{s}(\Omega)$ (see e.g. [Tri78]
for details). Hence, Proposition 1.5 is proved.
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Corollary 1.2. Let assumption (0.2) hold. Then, the following estimate is valid
for the solution $(S(t), M(t))$ of problem (1.1):

(1.35) $||S(t)||_{H^{1}(\Omega)}^{2}+||M(t)||_{H^{s}(\Omega)}^{2} \leq C\frac{t^{\kappa}+1}{t^{\kappa}}$ ,

where $\kappa>0$ is the same as in Proposition 1.4, $s< \frac{1}{b+1}$ and the constant $C$ is
independent of $R$ .

Indeed, estimate (1.35) is an immediate corollary of estimates (1.4), (1.25) and
(1.33).

Let us consider, in conclusion of this section, the case where the $L^{\infty}$ note of the
initial data $M_{0}$ is separated ffom 1:

(1.36) $M_{0}(x)\leq 1-\delta$, $\delta>0$

The next proposition shows that (1.36) preserves under the temporal evolution
governed by equations (1.1).

Proposition 1.6. Let assumptions (0.2) and (1.36) hold. Then, there exists $\mu=$

$\mu(\delta)>0$ such that, for a sufficiently large $R>0$ , the following estimate is valid for
the solution $(S(t), M(t))$ of (1.1):

(1.37) $0\leq M(t, x)\leq 1-\mu$

Proof We are going to apply the comparison principle to the second equation of
(1.1). To this end, we rewrite this equation as follows:

(1.38) $\{$

$\partial_{t}M-d_{2}\Delta_{x}(F_{R}(M))=h(t):=K_{3}\frac{S(t)M(t)}{K_{4}+S(t)}-K_{2}M(t)$ ,

$M|_{\partial\Omega}=0$ , $M|_{t=0}=M_{0}$

and note that with (1.3)

(1.39) $||h(t)||_{L^{\infty}(\Omega)}\leq P$,

for an appropriate positive constant $P$ independent of $R$ . We also observe that
assumption (1.36) implies that

(1.40) $||F_{R}(M_{0})||_{L^{\infty}(\Omega)}\leq P_{1}$ ,

where the constant $P_{1}$ depends on $\delta>0$ , but is independent of $R$ .
Let us now introduce the function $V(x)\in L^{\infty}(\Omega)\cap H_{0}^{1}(\Omega)$ as asolution of the

following elliptic boundary value problem:

(1.41) $-d_{2}\Delta_{x}V=P$, $V|_{\partial\Omega}=P_{1}$ ,

and, finally, we define the barrier function $M_{\delta}(t, x)=M\delta,R(x)$ as follows:

(1.42) $M_{\delta}(t, x):=F_{R}^{-1}(V(x))$ .
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Then, on the one hand, (1.40) and (1.41) imply that

(1.43) $M(0, x)\leq M_{\delta}(x)$ , $M(t, x)|_{\partial\Omega}\leq M_{\delta}(t, x)|_{\partial\Omega}$

(since the function $F_{R}(z)$ is monotonic and $V(x)\geq P_{1}$ ) and, on the other hand,
(1.39), (1.41) and (1.42) imply that

(1.44) $\partial_{t}M_{\delta}(t, x)-d_{2}\Delta_{x}(F_{R}(M_{\delta}(t, x)))\leq h(t,$x)

Thus, according to the comparison principle

(1.45) $M(t, x)\leq M_{\nu}(t,$x), for all (t,$x)\in \mathbb{R}_{+}\cross\Omega$ .

It remains to note that $\lim_{Rarrow\infty}F_{R}(1)=+\infty$ (here we have used the assumption
that the exponent $a\geq 1$ ) and, consequently, the fact that $||V||_{L\infty(\Omega)}<\infty$ , together
with (1.42), imply that there exists apositive constant $\mu=\mu(\delta)$ independent of $R$

such that

(1.46) $M_{\delta}(x)\leq 1-\mu$ ,

if R is large enough. Estimates (1.45) and (1.46) finish the proof of Proposition 1.6.

\S 2 DEGENERATE PARABOLIC SYSTEM: EXISTENCE OF
SOLUTIONS, THEIR UNIQUENESS AND LONGTIME BEHAVIOR.

In this section, we establish existence and uniqueness of solutions of the degen-
erate parabolic system (0.1) and prove that the associated semigroup possesses a
global attractor in the appropriate phase space. We start with an existence theorem
for more smooth initial data.

Theorem 2.1. Let the initial data $(S_{0}, M_{0})$ satisfy the conditions

(2.1) $\{\begin{array}{l}1. S_{0}\in L^{\infty}(\Omega)\cap H^{1}(\Omega),0\leq S_{0}(x)\leq 12M_{0}\in L^{\infty}(\Omega),F(M_{0})\in H_{0}^{1}(\Omega)3.M_{0}\geq 0,||M_{0}||_{L\infty(\Omega)}<1\end{array}$

$S_{0}|_{\partial\Omega}=1$ ,

with

(2.2) $F(u)=F_{\infty}(u):= \int_{0}^{u}\frac{v^{b}}{(1-v)^{a}}dv$ , $0\leq u<1$ .

Then, there eists a solution ($S(t)$ , At(t)) of problem (0.1) (in the sense of distri-
butions) belonging to the following class:

(2.3) $\{$

1. $S$, Af $\in L^{\infty}(\mathbb{R}_{+}\cross\Omega)\cap C([0, \infty),$ $L^{2}(\Omega))$ ,
2. $S$, $F(M)\in L^{\infty}(\mathbb{R}_{+}, H^{1}(\Omega))\cap \mathrm{C}([0, \infty),$ $L^{2}(\Omega))$ ,
3. $0\leq S(t, x)$ , $M(t, x)\leq 1$ , $||M||_{L\infty(\mathrm{R}_{+}\mathrm{x}\Omega)}<1$ .

Moreover, the folloing estimates hold:

(2.4) $||S(t)||_{H^{1}(\Omega)}^{2}+||F(M(t))||_{H^{1}(\Omega)}^{2}\leq C(||S(0)||_{H^{1}(\Omega)}^{2}+||F(M(0))||_{H^{1}(\Omega)}^{2}+1)$
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(2.5) $||S(t)||_{H^{1}(\Omega)}^{2}+||\partial_{t}S(t)||_{H^{-1}(\Omega)}^{2}+||F_{R}(M(t))||_{H^{1}(\Omega)}^{2}+$

$+||M(t)||_{H^{s}(\Omega)}^{2}+|| \partial_{t}M(t)||_{H^{-1}(\Omega)}^{2}\leq C\frac{t^{\kappa}+1}{t^{\kappa}}$ , $t>0$ ,

where the constants $C$ and $\kappa\geq 1$ are independent of $(C_{0}, M_{0})$ .

Proof. For every $R>1$ , we consider the solution $(S_{R}(t), M_{R}(t))$ of the auxiliary
problem (1.1). Then, due to Propositions 1.1 and 1.6, we have

(2.6) $0\leq S_{R}(t, x)$ , $M_{R}(t, x)\leq 1$ and $||M_{R}(t, x)||_{L^{\infty}(\Omega)}<1-\mu$ ,

for some positive $\mu$ depending on $||M_{0}||_{L}\infty(\Omega)$ . Moreover, due to Propositions 1.1 ,
1.3 and 1.5 and Corollary 1.1, the following estimate is valid:

(2.7) $||S_{R}(t)||_{H^{1}(\Omega)}^{2}+||\partial_{t}S_{R}(t)||_{H^{-1}(\Omega)}^{2}+||F_{R}(M_{R}(t))||_{H^{1}(\Omega)}^{2}+$

$+||M_{R}(t)||_{H^{s}(\Omega)}^{2}+||\partial_{t}M_{R}(t)||_{H^{-1}(\Omega)}^{2}\leq C(1+||F(M_{0})||_{H^{1}(\Omega)}^{2}+||S_{0}||_{H^{1}(\Omega)}^{2})$,

where $s< \frac{1}{b+1}$ and the constant $C$ is independent of $R$ . As usual (see e.g. [Dub65],
[Li069] $)$ , the uniform estimate (2.7) implies that there exist asequence $R_{n}arrow \mathrm{o}\mathrm{o}$

and apair of functions $(S(t), M(t))$ such that

(2.8) $S_{R}arrow S$ and $M_{R}arrow M$ strongly in $C_{loc}(\mathbb{R}_{+}, L^{2}(\Omega))$ .

We claim that $(S(t), M(t))$ is adesired solution of (0.1). Indeed, in order to pass to
the limit $R_{n}arrow\infty$ (in the sense of distributions) in equations (1.1), it is sufficient
to verify that,

(2.9) $F_{R}(M_{R}(t))arrow F(M(t))$ in $D’(\mathbb{R}_{+}\cross\Omega)$

(passing to the limit $R_{n}arrow\infty$ in the remaining terms is completely standard;
the rigorous proof is omitted here). Since $H^{1}$-norms of $F_{R}(M_{R}(t))$ are uniformly
bounded (due to estimate (2.7)) it is sufficient to verify that

(2.10) $F_{R}(M_{R}(t, x))arrow F(M(t, x))$ for almost all $(t, x)\in R_{+}\cross\Omega$

(see [Li069]). Let us prove (2.10). To this end, we recall that, because of (2.8), we
may assume without loss of generality that

(2.11) $M_{R}(t, x)arrow M(t, x)$ for almost all $(t, x)\in \mathbb{R}_{+}\cross\Omega$.
Then, splitting the difference $F_{R}(M_{R})-F(M)$ as follows:

(2.12) $|F_{R}(M_{R}(t, x))-F(M(t, x))|\leq|F_{R}(M_{R}(t, x))-F_{R}(M(t, x))|+$

$+|F_{R}(M(t, x))-F(M(t, x))|$

and taking into account that $0\leq M_{R}(t, x)\leq 1-\mu$ and that the family of functions
$F_{R}(z)$ is uniformly continuous on the interval $[0, 1-\mu]$ , we derive that each term
in the right-hand side of (2.12) tends to zero almost everywhere. Thus, we have
proved (2.9) and, therefore, $(S(t), M(t))$ is indeed asolution of problem (0.1). The
fact that this solution belongs to the class (2.3) and estimate (2.4) are immediate
corollaries of (2.6) and (2.7). Estimate (2.5) is also an obvious corollary of (2.7)
and the smoothing estimate (1.25). Hence, Theorem 2.1 is proved.

The next theorem establishes the uniform Lipschitz continuity of solutions of
class (2.3) with respect to initial data
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Theorem 2.2. Let $(S_{1}(t), M_{1}(t))$ and $(S_{2}(t), M_{2}(t))$ be two solutions of (0.1) be-
longing to the class (2.3). Then, the following estimate is valid:

(2.13) $||S_{1}(t)-S_{2}(t)||_{L^{1}(\Omega)}+||M_{1}(t)-M_{2}(t)||_{L^{1}(\Omega)}\leq$

$\leq e^{(K_{1}+K_{2}+K_{3})t}(||S_{1}(\mathrm{O})-S_{2}(0)||_{L^{1}(\Omega)}+||M_{1}(0)-M_{2}(0)||_{L^{1}(\Omega)})$ .

In particular, the solution of (0.1) is unique in the class (2.3).

Proof. Let $U(t):=M_{1}(t)-M_{2}(t)$ and $V(t):=S_{1}(t)-S_{2}(t)$ . Then, these functions
satisfy the folowing equations

(2.14) $\{$

$\partial_{t}V-d_{1}\Delta_{x}V=h_{1}(t):=-K_{1}\frac{S_{1}(t)M_{1}(t)}{K_{4}+S_{1}(t)}+K_{1}\frac{S_{2}(t)M_{2}(t)}{K_{4}+S_{2}(t)}$ ,

$\partial_{t}U-d_{2}\Delta_{x}(l(t)U)=h_{2}(t):=K_{3}\frac{S_{1}(t)M_{1}(t)}{K_{4}+S_{1}(t)}-K_{3}\frac{\mathrm{S}_{2}(t)M_{2}(t)}{K_{4}+S_{2}(t)}-K_{2}U(t)$ .
where

(2.15) $l(t, x):= \int_{0}^{1}F’(sM_{1}(t,x)+(1-s)M_{2}(t,x))ds$ .

The derivation of estimate (2.13) is based on the following lemma.

Lemma 2.1. Let the above assumptions hold. Then, the following estimates are
valid for every $T\geq 0$ :

(2.16) $\{$

$||U(T)||_{L^{1}(\Omega)}-||U(0)||_{L^{1}(\Omega)} \leq\int_{0}^{T}|h_{2}(\mathrm{t}, x)|dxdt$,
$||V(T)||_{L^{1}(\Omega)}-||V(0)||_{L^{1}(\Omega)} \leq\int_{0}^{T}|h_{1}(t, x)|dxdt$ .

Although the assertion of Lemma 2.16 is more or less standard in the theory of
second order degenerate parabolic equations (see $e.g$ . $[\mathrm{B}\mathrm{r}\mathrm{C}79]$ or $[\mathrm{B}\mathrm{e}\mathrm{G}95]$ ), we give
the proof of the more complicated first estimate of (2.16) for the convenience of the
reader. To this end, we need to consider the following auxiliary linear parabolic
problem:

(2.17) $\partial_{t}\phi=(d_{2}l(T-t)+\epsilon)\Delta_{x}\phi$ , $\phi|_{\partial\Omega}=0$ , $\phi|_{t=0}=\phi_{0}$ ,

where the function $l(t,$x) is defined as above by (2.15), $\epsilon>0$ is asmall regularising
parameter, and T $>0$ is another fixed parameter.

Lemma 2.2. For every $\phi_{0}\in L^{\infty}(\Omega)\cap H_{0}^{1}(\Omega)$, problem (2.17) possesses a unique
solution $\phi(t)$ belonging to the class

(2.18) $\phi\in L^{\infty}([0, T]\cross\Omega)\cap L^{\infty}([0,T], H_{0}^{1}(\Omega))$ , $\Delta_{x}\phi\in L^{2}([0, T]\cross\Omega)$ , $T\in \mathbb{R}_{+}$

and the folloing estimates are valid:

(2.19) $\{$

1. $||\phi(t)||_{L(\Omega)}\infty\leq||\phi_{0}||_{L(\Omega)}\infty$ ,

2. $|| \phi(t)||_{H^{1}(\Omega)}^{2}+2\epsilon\int_{0}^{t}||\Delta_{x}\phi(s)||_{L^{2}(\Omega)}^{2}ds\leq||\phi_{0}||_{H^{1}(\Omega)}^{2}$.

Proof of Lemma 2.2. Since solutions $(S_{1}, M_{1})$ and $(S_{2}, M_{2})$ belong to the class
(2.3), the function $l(t)=l(t, x)$ satisfies

(2.20) $l\in L^{\infty}(\mathbb{R}_{+}\cross\Omega)$ and 1 $(t, x)\geq 0$ .
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Thus, (2.17) is anondegenerate (since $\epsilon>0$ ) linear second order parabolic equation.
Applying now the maximum principle to equation (2.17), we derive the first estimate
of (2.19). Multiplying equation (2.17) by $\Delta_{x}\phi(t)$ , integrating over $(t, x)$ , and taking
(2.20) into account, we derive the second estimate of (2.19). The existence of a
solution and its uniqueness can be verified in astandard way (based on apriori
estimates (2.19), see [LSU67] $)$ . Hence, Lemma 2.2 is proved.

Proof of Lemma 2.1. Let $\phi_{0}\in C_{0}^{\infty}(\Omega)$ be an arbitrary function, let $T>0$ and $\epsilon>0$

be fixed parameters, and let $\phi(t)$ be asolution of problem (2.17). Multiplying now
the second equation of (2.14) by $\phi_{T}(t):=\phi(T-t)$ , integrating over $(t, x)\in[0, T]\cross\Omega$

and integrating by parts, we have

(2.21) $(U(T), \phi_{0})-(U(0), \phi(T))+$

$+ \int_{0}^{T}(\partial_{t}\phi(t)-(d_{1}l(T-t) +\epsilon)\Delta_{x}\phi(t), U(T-t))dt=$

$= \int_{0}^{T}(U(T-t), \epsilon\Delta_{x}\phi(t))dt+\int_{0}^{T}(h_{2}(t), \phi(T-t))dt$ .

Using now the first estimate of (2.19) and taking into account that $\phi(t)$ solves
(2. 17), we derive

(2.22) $(U(T), \phi_{0})\leq||\phi_{0}||_{L^{\infty}(\Omega)}(||U(0)||_{L^{1}(\Omega)}+\int_{0}^{T}||h_{2}(t)||_{L^{1}(\Omega)}dt)$ $+$

$+ \epsilon^{1/2}(\int_{0}^{T}||U(t)||_{L^{2}(\Omega)}^{2}+\epsilon||\Delta_{x}\phi(t)||_{L^{2}(\Omega)}^{2}dt)$ .

Passing now to the limit $\epsilon$
$arrow 0^{+}$ in (2.22) and using the second estimate of (2.19),

we obtain

(2.23) $(U(T), \phi_{0})\leq||\phi_{0}||_{L(\Omega)}\infty(||U(0)||_{L^{1}(\Omega)}+\int_{0}^{T}||h_{2}(t)||_{L^{1}(\Omega)}dt)$ ,

which is valid for every $\phi_{0}\in C_{0}^{\infty}(\Omega)$ . Approximating now an arbitrary function
$\phi_{0}\in L^{\infty}(\Omega)$ by asequence $\phi_{0}^{k}\in C_{0}^{\infty}(\Omega)$ such that

$||\phi_{0}^{k}||_{L(\Omega)}\infty\leq||\phi_{0}||_{L(\Omega)}\infty$ and $\lim_{karrow\infty}||\phi_{0}-\phi_{0}^{k}||_{L^{1}(\Omega)}=0$,

we derive that (2.23) is valid for every $\phi_{0}\in L^{\infty}(\Omega)$ . Setting $\phi \mathrm{o}(x):=\mathrm{s}\mathrm{g}\mathrm{n}U(T, x)$

in (2.23), we obtain the first estimate of (2.16). The second estimate of (2.16) can
be proved analogously. Hence, Lemma 2.2 is proved.

Now it is not difficult to complete the proof of Theorem 2.2. Indeed, since
$0\leq S_{i}(t)$ , $M_{i}(t)\leq 1$ , $i=1,2$ , one obviously obtains

(2.24) $||h_{1}(t)||_{L^{1}(\Omega)}+||h_{2}(t)||_{L^{1}(\Omega)}\leq(K_{1}+K_{2}+K_{3})(||U(t)||_{L^{1}(\Omega)}+||V(t)||_{L^{1}(\Omega)})$ .

Summing now the first and the second estimate of (2.16) and using (2.24), we derive

(2.25) $||U(T)||_{L^{1}(\Omega)}+||V(T)||_{L^{1}(\Omega)}\leq||U(0)||_{L^{1}(\Omega)}+||V(0)||_{L^{1}(\Omega)}+$

$+(K_{1}+K_{2}+K_{3}) \int_{0}^{T}(||U(t)||_{L^{1}(\Omega)}+||V(t)||_{L^{1}(\Omega)})dt$
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The proof of Theorem 2.2 is finished by applying Gronwall’s inequality to (2.25).
Let us now set

$\mathrm{V}_{sm\circ\circ th}$ $:=$ {( $S_{0}$ , $M_{0})\in L^{\infty}(\Omega)\cross L^{\infty}(\Omega)$ : $(S_{0},$ $M_{0})$ satisfies (2.1)}.

According to Theorems 2.1 and 2.2, equation (0.1) generates auniformly Lipschitz
continuous (in $L^{1}(\Omega)\cross L^{1}(\Omega)$ ) semigroup on $\mathrm{V}_{smooth}$ :

(2.26) $S_{t}$ : $\mathrm{V}_{smooth}arrow \mathrm{V}_{smooth}$ , $S_{t}(S_{0}, M_{0}):=(S(t), \mathrm{M}(\mathrm{t}))$ ,

where $(S(t), M(t))$ solves (0.1). This unique solution (in the class (2.3)) can be
obtained via

(2.27) $S(t)=L^{2}( \Omega)-\lim_{Rarrow\infty}S_{R}(t)$ , $M(t)=L^{2}( \Omega)-\lim_{Rarrow\infty}M_{R}(t)$ ,

where $(S_{R}(t), M_{R}(t))$ is the corresponding solution of auxiliary problem (1.1).
With the additional definition

(2.28) V $:=$ { $(S_{0},$ $M_{0})\in L^{1}(\Omega)\cross L^{1}(\Omega)$ : (So, $M_{0})$ satisfies (0.2)}.

one obviously obtains

(2.29) V $=[\mathrm{V}_{smooth}]_{L^{1}(\Omega)\mathrm{x}L^{1}(\Omega)}$ ,

where $[\cdot]v$ denotes the closure in the space $V$ . Therefore, due to estimate (2.13),
semigroup (2.26) can be extended in aunique way to the semigroup $S_{t}$ acting in
the space $\mathrm{V}$ preserving the uniform Lipschitz continuity (2.13). This extension is
given by the following expression:

(2.30) $S_{t}(S_{0}, M_{0})$ $:=L^{1}( \Omega)-\lim_{karrow\infty}S_{t}(S_{0}^{k}, M_{0}^{k})$ , $(S_{0}^{k}, M_{0}^{k})\in \mathrm{V}_{smooth}$ and

$(S_{0}, M_{0})=L^{1}( \Omega)\cross L^{1}(\Omega)-\lim_{karrow\infty}(S_{0}^{k}, M_{0}^{k})$ .

The next theorem shows that this extension also gives asolution of problem (0.1).
Theorem 2.3. Let $(S_{0}, \mathrm{A}\mathrm{t}_{0})\in \mathrm{V}$ and let $(\mathrm{S}(\mathrm{t}), \mathrm{M}(\mathrm{t})):=S_{t}(S_{0}, M_{0})$ . Then,

(2.31) S, M $\in L^{\infty}(\mathbb{R}_{+}\cross\Omega)\cap C([0, \infty),$ $L^{1}(\Omega))$ .

Moroeover,

(2.32) mes{x\in \Omega : $M(t,$ $x)=1$ } $=0$ , for every t $>0$ ,

where mes{V} denotes the $n$ -dimensional Lebesgue measure in Rn,

(2.33) $||S(t)||_{H^{1}(\Omega)}^{2}+||\partial_{t}S(t)||_{H^{-1}(\Omega)}^{2}+||F(M(t))||_{H^{1}(\Omega)}^{2}+$

$+||M(t)||_{H^{\epsilon}(\Omega)}^{2}+|| \partial_{t}M(t)||_{H^{-1}(\Omega)}^{2}\leq C\frac{t^{\kappa}+1}{t^{\kappa}}$ , t $>0$ ,
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where $0<s< \frac{1}{b+1}$ , $\kappa>0$ , and $C>0$ are $/ixed$ constants which are indepen-
dent of $(S_{0}, M_{0})\in \mathrm{V}$ , and the functions $(S(t), M(t))$ solve (0.1) in the sense of
distributions.

Proof. Let $(S_{0}^{k}, M_{0}^{k})\in \mathrm{V}_{smooth}$ be an approximating sequence for $(S_{0}, M_{0})$ and let
$(S^{k}(t), M^{k}(t))$ be the corresponding solutions of (0.1). Then, due to Theorem 2.1,
$S^{k}$ , $M^{k}\in C([0, \infty),$ $L^{1}(\Omega))$ . Consequently the $L^{1}(\Omega)$-limit functions $(S(t), M(t))$

also belong to this space. Hence, (2.31) is proved. In order to prove (2.32), we fix
an arbitrary $t$ $>0$ and note that, due to (2.13)

(2.34) $||M^{k}(t)-M(t)||_{L^{1}(\Omega)}+||S^{k}(t)-S(t)||_{L^{1}(\Omega)}\leq$

$\leq e^{(K_{1}+K_{2}+K_{3})t}(||M_{0}^{k}-M_{0}||_{L^{1}(\Omega)}+||S_{0}^{k}-S_{0}||_{L^{1}(\Omega)})arrow 0$

as $karrow \mathrm{O}$ . Therefore, without loss of generality, we may assume that

(2.35) $M^{k}(t, x)arrow M(t, x)$ , for almost all $x\in\Omega$ .

Therefore, using (2.5) and the fact that $F(z)$ is monotonic, we derive that for every
$\delta>0$

(2.36) mes{x : $M^{k}(t,$ $x)\geq 1-\delta$} $\leq C_{t}|F(1-\delta)|^{-2}$ ,

where $C_{t}$ depends on $t>0$ , but is independent of $k$ . We fix also an arbitrary
continuous function $Q_{\delta}(z)$ such that $Q_{\delta}(z)=0$ , for $z\leq 1-2\delta$ , $Q_{\delta}(z)=1$ , for
$z\geq 1-\delta$ , and $Q_{\delta}(z)\in[0,1]$ , for $z\in[1-2\delta, 1-\delta]$ . Then, according to Lebesgue’s
dominated convergence theorem, one has

(2.37) mes{x : $M(t,$ $x)\geq 1-\delta$ } $\leq\int_{\Omega}Q_{\delta}(M(t, x))dx=$

$= \lim_{karrow\infty}\int_{\Omega}Q_{\delta}(M^{k}(t, x))dx\leq\lim_{karrow}\sup_{\infty}$ mes$\{x : M^{k}(t, x)\geq 1-2\delta\}\leq$

$\leq C_{t}|F(1-2\delta)|^{-2}$ .

Passing to the limit $\deltaarrow 0^{+}$ in (2.37) and noting that $F(z)arrow+\infty$ as $zarrow 1^{-}$ and
$M(t, x)\leq 1$ , we obtain (2.32). As anext step we verify that

(2.38) $F(M^{k}(t, x))\neg$ $F(M(t, x)))$ weakly in $H^{1}(\Omega)$ .

Due to Theorem 2.1 the sequence $F(M^{k}(t, x))$ is uniformly (with respect to $k$ )
bounded in $H^{1}(\Omega)$ . Therefore, it remains to prove that

(2.39) $F(M^{k}(t, x))arrow F(M(t, x))$ , for almost all $x\in\Omega$ .

This, however, is an immediate corollary of (2.32) and (2.35) since $F\in C([0,1),$ $R)$ .
Thus, convergence (2.38) is also verified.

(2.34) and (2.38) permit to pass to the limit $karrow\infty$ in equations (0.1) in a
standard way and to derive that the limit functions $(S(t), M(t))$ satisfy (0.1) in
the sense of distributions. Passing to the limit $karrow\infty$ in estimate (2.5) for solu-
tions $(S^{k}(t), M^{k}(t))$ , we finally derive estimate (2.33) which finishes the proof of
Theorem 2.3.
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Corollary 2.1. Let $(S_{0}, M_{0})\in \mathrm{V}$ and let $(S_{R}(t), M_{R}(t))$ be the corresponding s0-

lution of the auxiliary problem (1.1). Then, the solution $(S(t), M(t)):=S_{t}(S_{0}, M_{0})$

of problem (0.1) can be found by
(2.40) $S(t)=L^{1}( \Omega)-\lim_{Rarrow\infty}S_{R}(t)$ , $M(t)=L^{1}( \Omega)-\lim_{Rarrow\infty}M_{R}(t)$ .

In otfier words, for every $(S_{0}, M_{0})\in \mathrm{V}$ solutions of auxiliary problems (1.1) con-
verge to the corresponding solution of (0.1) which is constructed in Theorem 2.3.

Proof. Let $(S_{0}^{k}, M_{0}^{k})\in \mathrm{V}_{smooth}$ be an approximating sequence for $(S_{0}, M_{0})$ and let
$(S^{k}(t), M^{k}(t))$ and $(S_{R}^{k}(t), M_{R}^{k}(t))$ be the corresponding solutions of (1.1) and (0.1),
respectively. Then, we split the difference between ($S(t)$ , At(t)) and $(S_{R}(t), M_{R}(t))$

as follows:
(2.41) $||S(t)-S_{R}(t)||_{L^{1}(\Omega)}+||M(t)-M_{R}(t)||_{L^{1}(\Omega)}\leq$

$\leq[||S(t)-S^{k}(t)||_{L^{1}(\Omega)}+||M(t) -M^{k}(t)||_{L^{1}(\Omega)}]+$

$+[||S_{R}(t)-S_{R}^{k}(t)||_{L^{1}(\Omega)}+||M_{R}(t)-M_{R}^{k}(t)||_{L^{1}(\Omega)}]+$

$+[||S_{R}^{k}(t)-S^{k}(t)||_{L^{1}(\Omega)}+||M_{R}^{k}(t)-M^{k}(t)||_{L^{1}(\Omega)}]=:I_{1}+I_{2}+I_{3}$ .
Because of (1.13) and (2.13), for every $\epsilon>0$ we may fix $k=k(\epsilon)$ such that

$I_{1}+I_{2}\leq\epsilon$ ,
for every $R>1$ . Due to (2.27), for afixed $k=k(\epsilon)$ , we may find $R=R(\epsilon)$ such
that $I3\leq\epsilon$ . Since $\epsilon>0$ is arbitrary, Corollary 2.1 is proved.

We conclude this section by constructing the global attractor for the semigroup
$S_{t}$ associated with equation (0.1) in the space $\mathrm{V}$ endowed by the $L^{1}(\Omega)$-topology.
For the convenience of the reader, we recall that aset $A$ is called aglobal attractor
of the semigroup $S_{t}$ if the following conditions are satisfied:

1. The set $A$ $\subset \mathrm{V}$ is compact in $L^{1}(\Omega)$ .
2. The set $A$ is strictly invariant: $S_{t}A=A$ .
3. The set $A$ is an attracting set for $S_{t}$ , $i.e$ . for every neighborhood $O(A)$ of $A$

in the $L^{1}(\Omega)$-topology there exists $T=T(O)$ such that
(2.42) $S_{t}\mathrm{V}\subset O(A)$ , for all $t\geq T$

(here we adopted the classical definition of an attractor to the case where the phase
space is initially bounded, see $[\mathrm{B}\mathrm{a}\mathrm{V}92]$ and [Tem88] for details).
Theorem 2.4. The semigroup $S_{t}$ associated with equation (0.1) possesses a global
attractor $A$ in $\mathrm{V}$ endowed by the $L^{1}(\Omega)$ -topology.

Proof. According to the attractor’s existence theorem for abstract semigroups, see
$[\mathrm{B}\mathrm{a}\mathrm{V}92]$ , we have to verify the following two properties:

1. The operators $S_{t}$ are continuous with respect to initial data, for every fixed
$t\geq 0$ .

2. The semigroup $S_{t}$ possesses acompact (in $L^{1}(\Omega)$-topology)attracting set.
In our case, the first condition is obviously satisfied due to (2.13). Moreover,

due to estimate (2.33), the set
(2.43) $B_{L}:=\{(S_{0}, M_{0})\in \mathrm{V} : ||S_{0}||_{H^{1}(\Omega)}^{2}+||M_{0}||_{H^{s}(\Omega)}^{2}\leq L^{2}\}$ ,
where $0<s< \frac{1}{b+1}$ is fixed, is acompact attracting (and even absorbing) set for
$S_{t}$ if $L$ is large enough. Thus, the second condition is verified as well. Hence
the semigroup $S_{t}$ associated with equation (0.1) possesses aglobal attractor $A$ in
$L^{1}(\Omega)$-topology. Theorem 2.4 is proved.
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\S 3 OTHER BOUNDARY CONDITIONS.

In this section, we briefly consider the further sets of boundary conditions for
biomass density $M$ at $\mathrm{F}$ $=\partial\Omega$ . To be more precise, we assume that there is a
splitting of the boundary $\Gamma$ into two piecewise smooth submanifolds $\Gamma_{D}\subset\Gamma$ and
$\Gamma_{N}\subset\Gamma$ such that

(3.1) $\Gamma=\Gamma_{N}\cup\Gamma_{D}\cup\partial\Gamma$ , $\partial\Gamma=\partial\Gamma_{D}=\partial\Gamma_{N}$ , $\Gamma_{N}\cap\Gamma_{D}=\emptyset$ .

Then, we impose the Dirichlet boundary conditions on the part $\Gamma_{D}$ of the boundary
an and Neumann boundary conditions on $\Gamma_{N}$ :

(3.2) $M|_{\Gamma_{D}}=0$ , $\partial_{n}M|_{\Gamma_{N}}=0$ .

There are two basically different cases to consider:
1. $\Gamma_{D}\neq\emptyset$ which corresponds to Dirichlet boundary conditions if $\Gamma_{N}=\emptyset$ or

mixed Dirichlet-Neumann boundary conditions if $\Gamma_{N}\neq\emptyset$ .
2. $\Gamma_{D}=\emptyset$ corrresponding to pure Neumann boundary conditions.
In the first case the first eigenvalue of the $\mathrm{L}\mathrm{a}\mathrm{p}1\mathrm{a}\mathrm{c}\mathrm{i}\mathrm{a}\mathrm{n}-\Delta_{x}$ in 0with boundary

conditions (3.2) is strictly positive and, consequently, repeating word by word the
corresponding proofs given above for the case with pure Dirichlet conditions, we
extend all results of Sections 1and 2to the case of mixed Dirichlet-Neumann
boundary conditions.

In particular, the following result is obtained.

Theorem 3.1. Let $\Gamma_{D}\neq\emptyset$ . Then problem (0.1) with Dirichlet boundary con-
ditions $S|_{\partial\Omega}=1$ for the nutrient concentration and mixed boundary conditions
(3.2) for the biomass concentration $M$ generates a semigroup $S_{t}$ : $\mathrm{V}arrow \mathrm{V}$ in the
phase space $\mathrm{V}$ defined by (2.28) that is uniformly Lipschitz continuous in the $L^{1}(\Omega)-$

topology and possesses a global attractor $A$ in the $L^{1}(\Omega)$ -topology.

In contrast to this, in the second case of pure Neumann boundary conditions
$(\Gamma_{D}=\emptyset)$ , the first eigenvalue of the Laplacian is equal to zero and, consequently,
there are no reasons to expect that for all initial data $(S_{0}, M_{0})\in \mathrm{V}$

(3.3) $M(t, x)<1$ , for almost all $(t, x)$ ,

In the sequel, we show that (3.3) is indeed violated for an appropriate choice of
initial data and parameters Ki, $K_{2}$ , $K_{3}$ , $d_{1}$ and $d_{2}$ . Thus, in contrast to the case
1, for Neumann boundary conditions, the biomass concentration may reach the
singular point at $M(T)\equiv 1$ in finite time (and we have the s0-called quenching
phenomenon). In order to show this, we integrate the second equation of (0.1) with
respect to $x\in\Omega$ . Then, we have

(3.4) $\partial_{t}\langle M(t)\rangle=\frac{1}{|\Omega|}\int_{\Omega}(K_{3}\frac{S(t,x)}{K_{4}+S(t,x)}-K_{2})M(t, x)dx\geq\theta(S(t))\langle M(t)\rangle$ ,

where

$\theta(S(t)):=\inf_{x\in\Omega}(K_{3}\frac{S(t,x)}{K_{4}+S(t,x)}-K_{2})$ , $\langle M(t)\rangle:=\frac{1}{|\Omega|}\int_{x\in\Omega}M(t)dx$ .
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(3.5) $(M(t)\rangle\geq\langle M(0)\rangle e^{\int_{0}^{t}\theta(S(s))ds}$ .

Prom the other side, we derive from the first equation of (0.1) and from the maxi-
mum principle that

(3.6) $S(t)\geq\hat{S}(t)$ ,

where $\hat{S}(t)$ is asolution of the following equation

(3.7) $\partial_{t}\hat{S}=d_{1}\Delta_{x}\hat{S}-\frac{K_{1}}{K_{4}+1}\hat{S}$, $\hat{S}|_{\partial\Omega}=1$ , $\hat{S}(0)=S_{0}$ .

We assume now that

(3.8) $\frac{K_{3}}{1+K_{4}}-K_{2}>0$ .

Otherwise, (3.5) implies that the value (Af(t) $\rangle$ tends exponentially to zero and,
consequently, the biomass amount decays exponentially with respect to time. It is
not difficult to see that in this case all solutions of (0.1) with $(S_{0}, M_{0})$ exist globally
in time and the quenching phenomenon does not occur.

The next proposition shows that this is not the case if (3.8) is satisfied.
Proposition 3.1. Let (3.8) be satisfied. Then, there exist the initial data $(S_{0}, M_{0})$

belonging to $\mathrm{V}_{0}$ such that

$0\leq S_{0}<1$ , and $0\leq M_{0}<1$

and the corresponding solution $(S(t), M(t))$ quenches in finite tirne, i.e. there eists
T $=T(S_{0}, M_{0})$ such that

(3.9) $\langle M(t)\rangle<1$ , for t $<T$ , and $\lim_{tarrow\tau-}\langle M(t)\rangle=1$ .

Proof. Applying the maximum principle to (3.7) and using (3.6) yields

(3.10) $S(t) \geq\inf_{x\in\Omega}\{S_{0}(x)\}e^{-_{T_{4}+\mathrm{I}}}\kappa_{[perp]}\iota$ .

We also note that $\theta(1)>0$ because of (3.8). Therefore, according to (3.10) there
exist $T>0$ and $0<S_{0}<1$ (which is sufficiently close to 1in the $L^{\infty}$-norm)such
that

(3.11) $\theta(S(t))>\delta_{0}>0$ , for all t $\leq T$ ,

for asufficiently small positve $\delta_{0}$ . Estimate (3.5) now yields

(3.12) $\langle M(t)\rangle\geq e^{\delta_{0}t}\langle M_{0}\rangle$ , $0\leq t\leq T$.

Estimate (3.12) shows that, for all initial data $M_{0}$ with $\langle M_{0}\rangle$ sufficiently close to
1, quenching occurs in finite time. Hence Proposition 3.1 is proved.

Moreover, the next Proposition shows that there exist positive coefficients $K_{1}$ ,
$K_{2}$ , $K_{3}$ , $K_{4}$ , $d_{1}$ , and $d_{2}$ such that any solution of (0.1) with Neumann boundary
conditions for $M$ quenches in finite time.
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Poposition 3.2. Let $\overline{S}(x)$ be a solution of the following elliptic boundary problem:

(3.13) $d_{1} \Delta_{x}\overline{S}(x)=\frac{K_{1}}{K_{4}+1}\overline{S}(x)$ , $\overline{S}|_{\partial\Omega}=1$ .

Let also

(3.14) $\inf_{x\in\Omega}(K_{3}\frac{\overline{S}(x)}{K_{4}+\overline{S}(x)}-K_{2})>0$ .

Then for every initial data $(S_{0}, M_{0})$ $\in \mathrm{V}$ with $\langle M_{0}\rangle\neq 0$ , the solution $(S(t), M(t))$

of problem (0.1) with Neumann boundary conditions for $M$ quenches in finite time,
$i.e$ . (3.9) is satisfied for some $T=T(S_{0}, M_{0})<\infty$ .

Proof. According to the maximum principle

$||\hat{S}(t)-\overline{S}||_{L^{\infty}(\Omega)}\leq||S_{0}-\overline{S}||_{L^{\infty}(\Omega)}e^{-\delta_{0}t}$ ,

holds for some positive constant $\delta_{0}$ . Therefore, if (3.14) is satisfied, then

(3.15) $\theta(S(t))\geq\theta(\hat{S}(t))>\delta_{1}>0$ , for all $t\geq T_{0}$ ,

where $T_{0}=T_{0}(S_{0})$ is an appropriate time. With estimates (3.15) and (3.5) the
proof of Proposition 3.2 is finished.

Remark 3.1. It can be proven (analogously to Theorem 2.1) that condition (3.9)
determines the existence interval for the solution $(S(t), M(t))$ , namely, that prob-
lem (0.1) with Neumann boundary conditions for $M$ is locally solvable for every
(Mo) $M_{0})\in \mathrm{V}$ with $\langle M_{0}\rangle<1$ .

Remark 3.2. We finally note that the solution $\overline{S}(x)$ of problem (3.13) tends to 1
in the $L^{\infty}(\Omega)$ -norm if $\frac{K}{d}[perp] 1arrow 0$ . Consequently, if (3.8) holds then condition (3.14)

is also valid for asufficiently small $\frac{K}{d_{1}}$ .

\S 4 SOME ILLUSTRATIONS OF MODEL BEHAVIOR

Some numerical simulations are shown in order to illustrate the results obtained
above. For simplicity of the visual presentation we restrict ourselves to the one-
dimensional case. That is, we consider the interval $\Omega=[0, L]$ . The initial biomass
seed $M_{0}$ varies for the different cases and so do the boundary conditions. For
the sake of comparability, the same model parameters were chosen in all three
examples. In all three examples, the biomass density does not exceed the upper
bound as proven in section 2and 3. For some fully three-dimensional simulations
we refer to [EPLOI].

Since basic model equation (0.1) stems from spati0-temporal biofilm modeling,
the examples presented here are chosen accordingly. The following notation is
introduced for this section:

(4.1) $\{$

$\Omega_{1}(t):=\{X\in\Omega|M(t, x)=0\}$

$\Omega_{2}(\mathrm{t})$ $:=\{X\in\Omega|M(t, x)>0\}$

That is, $\Omega_{2}(t)$ describes the actual biofilm structure and $\Omega_{1}(t)$ describes the liquid
region of $\Omega$ . $\Omega_{2}(0)$ describes the initial seed of biomass. We show three different

67



(a) Development of a regular homogeneous biofilm structure: As afirst examp
we consider $\Omega_{2}(0)$ symmetric around the center of the interval. On both sides tv
closed intervals are specified:

(4.2a) $\Omega_{2}(0)=[0.3L, 0.35L]\cup[0.425L, 0.475L],$ $\cup[0.525L, 0.575L]\cup[0.65L, 0.7L]$

The initial conditions axe

(4.2b) $S(0, x)=S_{0}(x)=1$ , and At$(0, x)=M_{0}(x)=\{$
0for $x\in\Omega_{1}(0)$

0.87 for $x\in\Omega_{2}(0)$

Symmetric boundary conditions axe specified for the dissolved substrate

(4.2c) $S(t, \mathrm{O})=S(t, L)=1$

and the boundary conditions for biomass read

$(4.2\mathrm{d})$ $\frac{\partial M}{\partial x}|_{x=0}=0$, $M(t, L)=0$

(a)

$\omega$ $=$

(b) $\overline{\ovalbox{\tt\small REJECT}_{\mathfrak{i}\cdot 9--}|=\tau--^{\mathrm{X}}\cdot}$ (c) $\overline{\ovalbox{\tt\small REJECT}\prime*1-\mathrm{t}\approx 5-^{\mathrm{x}}|\neq}$

Fig. 2: Development of a symmetric solution under symmetric initial bioma
seed and symrnetric boundary conditions for reutrients: (a) evolution of $M$ in $ti\sqrt{(}$

and cut through the system for three different values of $t$ for (b) $S$ and (c) $M$ .
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Simulations of this scenario are shown in Figure 2. It can be seen that the devel-
oping biofilm structure is symmetric. Nutrients are nowhere limited in the system
and all colonies grow. Eventually, all the colonies merge and form ahomogeneous
structure. The observed quick decline of $C$ is due to the different characteristic
time-scales of nutrient $\mathrm{t}\mathrm{r}\mathrm{a}\mathrm{n}\mathrm{s}\mathrm{p}\mathrm{o}\mathrm{r}\mathrm{t}/\mathrm{c}\mathrm{o}\mathrm{n}\mathrm{v}\mathrm{e}\mathrm{r}\mathrm{s}\mathrm{i}\mathrm{o}\mathrm{n}$ and biomass production in biofilm sys-
tems (cf. [KMS84]).

(b) Development of a spatially irregular biofilm structure due to spatially heterO-
geneous initial biomass seed: In the second case, we disturb the symmetry in the
initial seed and consider

$(4.2\mathrm{a}’)$ $\Omega_{2}(0)=[0.25L, 0.3L]\cup[0.4L, 0.45L]\cup[0.5L, 0.55L]\cup[0.65L, 0.7L]$

instead. The initial and boundary conditions $(4.2\mathrm{b},\mathrm{c},\mathrm{d})$ are chosen as in (a).

(a)

$y)$
$=$

$\mathrm{x}$

$\mathrm{x}$

(b) (c)

Fig. 3: Development of a spatially heterogeneous solution under asymmetric
initial biomass seed and symmetric boundar$ry$ conditions for nutrients: (a) evolutior

of $M$ in time and cut through the system for three different values $t$ for (b) $S$ an‘

(c) $M$ .

The simulation results are shown in Figure 3. The symmetry in the solutioi
of (1) around the center of the domain $\Omega=[0,$L] is now disturbed due to tht
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irregularity of the initial seed. Colonies merge the earlier the closer they have been
to eachother at initial time.

$c)$ Development of a spatially irregular biofilm structure due to spatially heterO-
geneous nutrient supply: As alast example we show the development of abiofilm
under non-symmetric boundary conditions for $S$ , mimicking spatially hetreogeneous
nutrient availability. The initial seed and initial conditions $(4.2.\mathrm{a}’)$ , (4.2.b), as well
as boundary conditions $(4.2\mathrm{d})$ for $M$ are chosen as in the previous example. The
boundary conditions for $S$ are now

(4.2c”) $\frac{\partial S}{\partial x}|_{x=0}=0$ , $S(t, L)=0$

(a)

0)
$=$

$\mathrm{x}$

$\mathrm{x}$

(b) (c)

Fig. 4: Development of a spatially heterogeneous solution under asymmetric ini-
tial biomass seed and asymmetric boundary conditions for nutrients: (a) evolution
of $M$ in time and cut through the system for three different values $t$ for (b) $S$ and
(c) $M$ .

Simulation results in Figure 4show avery different qualitative behaviour of
biofilm development compared to the previous cases: The colony closest to the
nutrient source at $x=L$ grows fastest and does not leave enough nutrients for
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$S$ leeward colonies, where $S$ becomes rate limiting. These colonies grow slower
or decay due to $\frac{K_{3}S}{K_{2}+S}-K_{4}<0$ . The biggest colony grows into the direction
of the source and no merging takes place. The evolving biofilm structure remains
heterogeneous throughout all $t$ . In fully three-dimensional simulations this can lead
eventually to the formation of mushroom-shaped biofilm architectures.

\S 5 Conclusion

In this paper existence and longtime behavior of solutions of ahighly nonlinear
reaction-diffusion system arising in biofilm modelling have been studied. The results
obtained here confirm by rigorous mathematical analysis important model features
that have been so far investigated only by some $adhoc$ numerical simulations.
In particular, it could be shown that the global existence (in time) of the model
solution depends on the boundary conditions specified for biomass in the same way
as expected ffom laboratory experiments. The most important model property that
could be proved is that the local biomass density obeys an upper bound. Based on
the mathematical analysis of the prototype biofilm model presented here, further
biofilm processes can be studied. This will be published in future articles.
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