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Abstract. This paper shows that the proof complexity (minimum computational complexity
of proving formaly or asymptotically) of $u\mathrm{P}_{5}\mathrm{t}\mathrm{N}\mathrm{P}$

” is super-polynomial-time with respect to a
theory $T$, which is a consistent extension of Peano Arithmetic (PA), and PTM-u-consistent,
where the $\mathrm{P}\mathrm{T}\mathrm{M}-\omega$-consistency is a polynomial-time Turing machine (PTM) version of $\omega-$

consistency. In other words, to prove $\propto \mathrm{P}\neq \mathrm{N}\mathrm{P}$
’ (by any way) requires super-polynomial-time

computational power over $T$. This result is a kind of generalization of the result of $u$Natural
ProO&’ by Razborov and Rudich [20], who showed that to prove $\mathrm{u}\mathrm{P}\neq \mathrm{N}\mathrm{P}$

’ by a class of
techniques called “Natural” implies computational power that can break a typical crypto
graphic primitive, a pseudo random generator. This result implies that Py&NP is formally
unproven in $T$ with PTM-n-consistency. We also show that to prove the independence of $\mathrm{P}$ vs
NP bom $T$ by proving the PTM-\^oconsistency of $T$ requires super-polynomial-time cornputa$\cdot$

tional power. This seems to be related to the results of Ben-David and Halevi [4] and Kurz,
O’Donnell and Royer [16], who show ed that to prove the independence of $\mathrm{P}$ vs NP bom PA
using any currently known mathematical paradigm implies an extremely-close-tO-polynomial
time algorithm that can solve $\mathrm{N}\mathrm{P}$-complete problems. Based on this result, we show that the
security of any computational cryptographic scheme is improvable in the itandard setting of
modern cryptography, where an adversary is modeled as a polynomial-time Turing machine.

Key Words: computational complexity, computational lower bound, $\mathrm{P}$ vs $\mathrm{N}\mathrm{P}$, nat-
ural proofs, cryptography, unprovability, proof theory, incompleteness theorem

1 Background

It looks very mysterious that proving computational lower bounds is extremely diffi-
cult, although many people believe that there exist various natural intractable prob-
lems that have no efficient algorithms that can solve them. A classical technique,
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diagonalization, can separate some computational classes like $\mathrm{P}\neq$ EXP, but it fails
to separate computational classes between $\mathrm{P}$ and SPACE, which includes almost
all practically interesting computational problems. Actually we have very few results
on the lower bounds of computational natural problems between $\mathrm{P}$ and PSPACE.
The best known result of computational lower bounds (in standard computation
models such as Turing machines and Boolean circuits) of a computational natural
problem is about $\mathit{5}n$ in circuit complexity [15], where $n$ is problem size. Therefore,
surprisingly, it is still very hard for us to prove even the $6n$ lower bound of TQBF, a
PSPACE complete problem, which is considered to be much more intractable than
NP complete problems.

Considering this situation, it seems natural to think that there is some sub-
stantial reason why proving computational lower bounds is so difficult. An ultimate
solution to this question would be to show that such computational lower bounds are
impossible to prove, e.g., showing its independence from a formal proof system like
Peano Arithmetic (a formal system for number theory) and ZFC (a formal system
for set theory).

This paper gives a new type of impossibility result, resource bounded impossibil-
ity, in the proof of computational lower bounds.

2 Our Results

This paper presents:

1. Let theory $T$ , on which we are assumed to try to prove $\mathrm{P}\neq \mathrm{N}\mathrm{P}$ , be an extension
of Peano Arithmetic (PA) and consistent, throughout this paper (or hereafter in
this section).
We formalize $\mathrm{P}\neq \mathrm{N}\mathrm{P}$ in two ways: one is formalized by a sentence $\overline{\mathrm{P}\neq \mathrm{N}\mathrm{P}}_{T}$ in $\mathrm{P}\mathrm{A}$,
which depends on $T$, and the other is by a sentence $\overline{\mathrm{P}\neq \mathrm{N}\mathrm{P}}$ in $\mathrm{P}\mathrm{A}$ , which does
not depend on any theory $T$ .
We introduce a concept of proof complexity that is the minimum computational
complexity of (either formally or asymptoticaly) proving a statement.

2. $\overline{\mathrm{P}\neq \mathrm{N}\mathrm{P}}_{T}$ cannot be formally proven in $T$ .
No polynomial-time Tufing machine can asymptotically produce a proof of $\overline{\mathrm{P}\neq \mathrm{N}\mathrm{P}}_{T}$

over $T$ .
As a result, the proof complexity of $\overline{\mathrm{P}\neq \mathrm{N}\mathrm{P}}_{T}$ is super-polynomial-time with respect
to $T$ .

3. $\overline{\mathrm{P}\neq \mathrm{N}\mathrm{P}}$ cannot be formally proven in $T$ , under an additional assumption, PTM-
$\omega$-consistency of $T$ for $\Delta_{2}^{P}$ .
No polynomial-time Turing machine can asymptotically produce a proof of $\overline{\mathrm{P}\neq \mathrm{N}\mathrm{P}}$

over $T$ .
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As a result, the proof complexity of $\overline{\mathrm{P}\neq}\mathrm{N}\mathrm{P}$ is super-polynomial-time with respect
to $T$ , under an additional assumption, $\mathrm{P}\mathrm{T}\mathrm{M}\sim\omega$-consistency of $T$ for $\Delta_{2}^{P}$ .

4. There exists a $\Delta_{2}^{P}$-formula $\varphi(\mathrm{x})$ such that
- PTM-u-consistency of $T$ for $\varphi(\mathrm{x})$ cannot be formally proven in $T\tau$

- No polynomial-time Turing machine can asymptotically produce a proof of
PTM-u-consistency of $T$ for $\varphi(\mathrm{x})$ .

- As a result, the proof complexity of PTM-n-consistency of $T$ for $\varphi(\mathrm{x})$ is super-
polynomial-time with respect to $T_{\llcorner}$

- If $T$ is PTM-u-consistent for $\varphi(\mathrm{x})$ , $\overline{\mathrm{P}\neq \mathrm{N}\mathrm{P}}$ cannot be formally proven in $T\tau$

Thus, the proof complexity of the independence of $\overline{\mathrm{P}\neq \mathrm{N}\mathrm{P}}$ from $T$ by proving
PTM-u-consistency of $T$ for $\varphi(\mathrm{x})$ is super-polynomial-time with respect to $T\wedge$

5. Under an additional assumption, PTM-u-consistency of $T$ for $\mathrm{a}\mathrm{q}$ , the one-
wayness of any function family is (formally and asymptotically) unprovable over
$T$, in the standard setting of the modern cryptography, where an adversary (and
prover) is modeled to be a polynomial-time Turing machine.
In other words, the security of any computational cryptographic scheme is (for-
mally and asymptotically) unprovable.

3 Related Works

3.1 Self-defeating results

Our result is considered to be a kind of generalization of or a close relation to the
previously known self-defeating results as follows:

- Our result that the proof complexity of $\mathrm{P}\neq \mathrm{N}\mathrm{P}$ and $\mathrm{P}\neq \mathrm{N}\mathrm{P}_{T}$ is super-polynomial\sim
time with respect to $T$ under an assumption of $T$ implies a self-defeating property
such that to prove a super-polynomial-time lower bound $(\mathrm{P}\neq \mathrm{N}\mathrm{P})$ requires super-
polynomial-time computational power (or implies a super-polynomial-time upper
bound).
“Natural Proofs” by Razborov and Rudich [20] showed that to prove a com-
putational lower bound (e.g., $\mathrm{P}\neq \mathrm{N}\mathrm{P}$ ) by a class of techniques called “Natural”
implies a comparable level of computational upper bound (e.g., computational
power sufficient to break a typical cryptographic primitive, a pseudO-random
generator).

- Our results imply another self-defeating property such that the proof complexity
of the independence of $\overline{\mathrm{P}\neq \mathrm{N}\mathrm{P}}$ from $T$ by proving $\mathrm{P}\mathrm{T}\mathrm{M}-\omega$-consistency of $T$ for a

$\mathrm{g}$-formula is super-polynomial-time with respect to $T$ . In other words, to prove
the independence of $” \mathrm{P}\neq \mathrm{N}\mathrm{P}$

” from $T$ through proving $\mathrm{P}\mathrm{T}\mathrm{M}-\omega$-consistency
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(i.e., to prove $T\psi$ $\overline{\mathrm{P}\neq \mathrm{N}\mathrm{P}}$ by proving PTM-u-consistency of $T$ and to prove
$T\}f$ $\overline{\mathrm{P}=\mathrm{N}\mathrm{P}}$ by some way) requires super-polynomial-time computational power
(or implies a super-polynomial-time upper bound).
Ben-David and Halevi [4] and Kurz, $\mathrm{O}$ ’Donnell and Royer [16] showed that to
prove the independence of a computational lower bound, $\mathrm{P}\neq \mathrm{N}\mathrm{P}$ , from PA us-
ing any currently known mathematical paradigm implies a comparable level of
computational upper bound, an extremely-close-tO-polynomial time algorithm to
solve $\mathrm{N}\mathrm{P}$-complete problems.

3.2 Relativizable proofs

This paper shows that there is no formal proof for $” \mathrm{P}\neq \mathrm{N}\mathrm{P}$
” in theory $T$ under an

assumption of $T_{\ulcorner}$ This is considered to be a generalization of the result by Baker, Gill
and Solovay [1], who showed that there is no relativizable proof for $” \mathrm{P}\neq \mathrm{N}\mathrm{P}"$ , and
the result by Hartmanis and Hopcroft $[12, 13]$ , who showed that for any reasonable
theory $T$ we can effectively construct a TM $M$ such that relative to oracle $L(M)$ ,
$u\mathrm{P}\neq \mathrm{N}\mathrm{P}$

” cannot be proven in $T$ .
This result might be related to the result by da Costa and Doria [6], but the

relationship between their result and ours is unclear for us.

3.3 Mathematical logic approaches

The results of this paper are constructed on the theory and techniques of mathe-
matical logic, especially proof theory. Several mathematical logic approaches to solve
the $\mathrm{P}$ versus NP problem have been investigated such as bounded arithmetic $[5, 17]$ ,
propositional proof length [3, 17, 19] and descriptive complexity [8].

Bounded arithmetic characterizes an analogous notion of PH (polynomial hierar-
chy of computational complexity), which is a hierarchy of weak arithmetic theories,
sO-called bounded arithmetic classes, wherein only bounded quantifiers are allowed.
The target of the bounded arithmetic approach is to separate one class from another
in bounded arithmetic, which may imply a separation of one class from another in
PH (i.e., typically $\mathrm{P}\neq \mathrm{N}\mathrm{P}$ ). An idea to separating classes in bounded arithmetic is
to employ an analogue of the second Godel incompleteness theorem. That is, if a
bounded arithmetic class can prove an analogue of the consistency of another class,
then these classes can be separated by the incompleteness theorem.

The proof length of proposional logic can characterize the NP versus cO-NP
problem, since TAUT, the set of propositional tautologies, is $\mathrm{c}\mathrm{o}$-NP complete. There-
fore, the main target of this approach is to prove $\mathrm{N}\mathrm{P}\neq \mathrm{c}\mathrm{o}$-NP by showing a super-
polynomial length lower bound of a formal propositional proof of TAUT. In this
approach, the lower bounds of the proof lengths and limitation of provability of
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some specific propositional proof systems (e.g., resolution, Frege system and ex-
tended Prege system) have been investigated.

The descriptive complexity characterizes NP by a class of problems definable by
existential second order formulas and $\mathrm{P}$ by a class of problems definable in first order
logic with an operator. The target of this approach is to separate $\mathrm{P}$ and NP using
these logical characterizations.

This paper characterizes the concepts of $\mathrm{P}$ and $\mathrm{P}\neq \mathrm{N}\mathrm{P}$ etc., by formulas in Peano
Arithmetic (PA). A novel viewpoint of our approach is to investigate the computa-
tional lower bound of a prover that produces a proof of a computational lower bound
such as $\mathrm{P}\neq \mathrm{N}\mathrm{P}$ . To the best of our knowledge, no existing approach has studied com-
putational lower bounds from such a viewpoint. 1 In our approach, an analogue
(or resource bounded version) of Godel incompleteness theorem plays a key role.
Note that the bounded arithmetic approach also employs a (bounded arithmetic
version of) incompleteness theorem, but its target is to show a computational lower
bound (e.g., to prove $\mathrm{P}\neq \mathrm{N}\mathrm{P}$ ), while the target of our approach, which employs a
(resource bounded version of) incompleteness theorem, is to obtain a computational
lower bound of a prover that proves a computational lower bound (e.g., to prove the
resource bounded unprovability of $\mathrm{P}\neq \mathrm{N}\mathrm{P}$ ).

3.4 Proof theory

This paper sheds light on a new concept of proof theory, asymptotic proofs and
polynomila-time proofs where a computational complexity of (prover’s) proving a
set of statements asymptotically is bounded by a polynomial-time. In the conven-
tional proof theory, the properties and capability of a proof system (e.g., consistency,
completeness, incompleteness etc.) are of prime interest, but the required proper-
ties and capability of the prover are not considered (i.e., no explicit restriction nor
condition is placed on the prover).

Note that the bounded arithmetic approach seems to follow this conventional
paradigm and bounds the capability of the proof system (axioms and rule of infer-
ences) to meet the capability of resource bounded computational classes. That is,
the prover is stil thought to exceed the scope of the approach.

Recently, an asymptotic and quantitative property of a proof, the length of a
proof, has been studied [18], with motivated by the approaches of the proof length
of proposional logic and of bounded arithmetic introduced in Section 3.3. The proof
length is partialy related to the computational complexity of a prover, since if a proof

1 A prover is modeled as a Taring machine in the interactive proof system theory, and the required
computational complexity of a prover has been investigated $[11, 10]$ . Ho wever, no proof system that
proves a computational lower bound and its prover’s computational lower bound has been studied.
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length is asymptotically much longer (e.g., a super-polynomial), the required com-
putational complexity of a prover should be much greater (e.g., a super-polynomial-
time). However, even if the proof length is bounded in short (e.g., a polynomial),
it does not always imply that the required computational complexity of a prover
should be bounded in a comparable amount (e.g., a polynomial-time). Actually, the
$\mathrm{P}$ vs NP problem raises a related question, whether a short proof (witness) of a NP
complete statement can be always efficiently produced or not. That is, the proof
length is an important aspect of the complexity of proofs, but does not capture an-
other important aspect of the complexity of proofs, the computational complexity of
producing proofs.

Our formulation, an asymptotic (and polynomial-time) proof system, relaxes the
concept of a conventional proof system. An asymptotic proof is a set of an infinite
number of formal proofs, and a resource bounded (e.g., polynomial-time bounded or
exponential-time bounded etc.) prover asymptoticaly produces an asymptotic proof
of a set of infinitely many formal statements. We believe that our approach is more
suitable for treating the computational lower bound problems than the conventional
proof system.

It is worth noting that an asymptotic proof could be expressed as a finite-length
meta proof, although an asymptotic proof consists of infinitely many formal proofs.
Several successful examples of Natural Proofs [20] such as PARITY $\not\in \mathrm{A}\mathrm{C}^{\mathrm{O}}$ and
$\mathrm{N}\mathrm{C}^{1}\mathrm{t}$

$\mathrm{A}\mathrm{C}^{0}[9, 23]$ are considered to be typical of this type of meta proofs. The
se$1\mathrm{f}$-defeating property of Natural Proofs implicitly implies the limitation of the
conventional formal proof, since if there exists a (finite-length) formal proof of a
$\mathrm{s}\mathrm{u}\mathrm{p}\mathrm{e}\mathrm{r}rightarrow \mathrm{A}\mathrm{C}^{0}$ lower bound in a theory, then a finite-size $\mathrm{A}\mathrm{C}^{0}$ circuit with a large con-
stant depth would be able to output such a formal proof, and no self-defeating
property would occur. This fact means that several successful examples of Natural
Proofs are considered to be (finite-length) meta proofs of asymptotic proofs.

4 Outline

We now show an outline of this paper.
Throughout this paper, we consider the $\mathrm{i}\mathrm{m}\mathrm{p}\mathrm{o}\mathrm{s}\mathrm{s}\mathrm{i}\mathrm{b}\mathrm{i}\mathrm{l}\mathrm{i}\mathrm{t}\mathrm{y}/\mathrm{i}\mathrm{n}\mathrm{t}\mathrm{r}\mathrm{a}\mathrm{c}\mathrm{t}\mathrm{a}\mathrm{b}\mathrm{i}\mathrm{l}\mathrm{i}\mathrm{t}\mathrm{y}$of proving

$\mathrm{P}\neq \mathrm{N}\mathrm{P}$ based on a formal proof system (i.e., theory) $T$ , which is an extension of
Peano Arithmetic (PA) and consistent. For the purpose, we need to formalize the
statement of $\mathrm{P}\neq \mathrm{N}\mathrm{P}$ in $T$. This paper formalizes $\mathrm{P}\neq \mathrm{N}\mathrm{P}$ in two ways: one is formalized
by a sentence $\overline{\mathrm{P}\neq \mathrm{N}\mathrm{P}}_{T}$ in $\mathrm{P}\mathrm{A}$ , which depends on $T$ , and the other is by a sentence
$\overline{\mathrm{P}\neq \mathrm{N}\mathrm{P}}$ in $\mathrm{P}\mathrm{A}$ , which does not depend on any theory $T$.



14

Therefore, the results in this paper are roughly divided into three parts: the first
part icludes the results on $\overline{\mathrm{P}\neq \mathrm{N}\mathrm{P}}_{T}$ , the second part on $\overline{\mathrm{P}\neq \mathrm{N}\mathrm{P}}$, and the last part on
cryptography, which is an application of the former two parts.

In the first part (i.e., the results on $\overline{\mathrm{P}\neq}\overline{\mathrm{N}}\overline{\mathrm{P}}_{T}$), the key idea is a polynomial-time
proof version of incompleteness theorems. Informally speaking, this part considers
a special sentence, $\rho_{e,T}$ , (sO-called Godel sentence) like uthis statement, $\rho_{e,T}$ , cannot
be proven by a polynomial-time Turing machine (PTM) $e$ in theory T.” If $\beta e,T$ can
be proven by PTM $e$ in $T$ , it contradicts the definition of $\beta_{\mathrm{e},T}$ , assuming that $T$ is
consistent. It follows that $\rho_{\mathrm{e}},\tau$ cannot be proven by PTM $e$ in $T$ , although another
PTM can prove it. Since computational complexity like polynomial-time is defined
asymptotically, we consider a set of an infinite number of such sentences and show
that the set of sentences, $\{\rho_{\mathrm{e}},\tau(\mathrm{x})|x \in \mathrm{N}\}$ , cannot be proven asymptoticaUy by
a PTM $e$ in theory $T_{\ulcorner}$ Based on this theorem, we show that, for any formula set
$\{\psi(\mathrm{x})|x\in \mathrm{N}\}$ (e.g., formula set on the satisfiability of $3\mathrm{C}\mathrm{N}\mathrm{F}$), for any PTM $e$ , there
exists another PTM $e^{*}$ such that PTM $e$ , on input $x\in$ N, cannot asymptotically
prove that PTM $e^{*}$ cannot prove $\psi(\mathrm{x})$ . By using the Theorem, we can show that no
PTM can prove $\overline{\mathrm{P}\neq \mathrm{N}\mathrm{P}}_{T}$ asymptotically. We can also prove that $\overline{\mathrm{P}\neq \mathrm{N}\mathrm{P}}_{T}$ cannot be
proven formally in $T$ by directly using the second Godel incompleteness theorem.

In the second part (i.e., the results on $\mathrm{P}\neq \mathrm{N}\mathrm{P}$ ), we introduce a concept of $\mathrm{p}\mathrm{o}\mathrm{l}\mathrm{y}\mathrm{n}\mathrm{o}\mathrm{m}\mathrm{i}\mathrm{a}\mathrm{l}rightarrow$

time decision systems. In a proof system, we usualy consider only one side, a proof
of a true statement. In a decision system, however, we have to consider two sides,
CA (correctly accept: accept of a true statement) and CR (correctly reject: reject
of a false statement). CD (correctly decide) means CA or $\mathrm{C}\mathrm{R}$. The key idea in
this part is a polynomial-time decision version of incompleteness theorems. Roughly
speaking, this part considers a special sentence, $\rho_{\mathrm{e}}^{A}(\mathrm{x})$ , like “this statement, $\rho_{e}^{A}(\mathrm{x})$ ,
cannot be correctly accepted by a polynomial-time Turing machine (PTM) $e.$

” If
$\rho_{\mathrm{e}}^{A}(\mathrm{x})$ can be correctly accepted by PTM $e$ , it contradicts the definition of $\rho_{\mathrm{e}}^{A}(\mathrm{x})$ .
It follows that $\rho_{\mathrm{e}}^{A}(\mathrm{x})$ cannot be correctly accepted by PTM $e$ . We also define an-
other sentence, $”’(’)$ , which cannot be correctly rejected by PTM $e$ . Based on these
theorems, we show that, for any formula set $\{\psi(\mathrm{x})|x \in \mathrm{N}\}$ (e.g., formula set on
the satisfiability of $3\mathrm{C}\mathrm{N}\mathrm{F}$), for any PTM $e$ , there exists another PTM $e^{*}$ such that
PTM $e$ , on input $x$ \in N, cannot asymptotically prove that PTM $e^{*}$ cannot cor-
rectly decide $\psi(\mathrm{x})$ . By using the Theorem, we show that no PTM can prove $\overline{\mathrm{P}\neq \mathrm{N}\mathrm{P}}$

asymptotically. This paper then introduces PTM-a;-consistency of $T$ , which is a
PTM version of $\iota 0$-consistency Combining the Theorem and PTM-w-consistency of
$T$, We can show that $\overline{\mathrm{P}\neq \mathrm{N}\mathrm{P}}$ cannot be proven formally in $T$ under the assumption
of PTM-w-consistency of $T$,
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In addition, using the results of the first part, we show that the PTM-u-consistency
of $T$ , which is used for proving the Theorem, cannot be proven formally in $T$ and
cannot be proven (asymptotically) in polynomial-time over $T$ ,

We then introduce a concept of proof complexity, which is the required computa-
tional complexity to produce a formal proof or an asymptotic proof. Proof complex-
ity of a statement characterizes the $\mathrm{c}\mathrm{o}\mathrm{m}\mathrm{p}\mathrm{l}\mathrm{e}\mathrm{x}\mathrm{i}\mathrm{t}\mathrm{y}/\mathrm{h}\mathrm{a}\mathrm{r}\mathrm{d}\mathrm{n}\mathrm{e}\mathrm{s}\mathrm{s}$ of proving the statement.
Based on the results of the first and second parts of this paper, we show that
$\overline{\mathrm{P}\neq \mathrm{N}\mathrm{P}}_{T}$, $\overline{\mathrm{P}\neq \mathrm{N}\mathrm{P}}$ and a formalization of the PTM-u-consistency of $T$ for a formula,
have super-polynomial-time proof complexity.

Finally, the unprovability of the security of the computational cryptogarphy in
the standard setting of modern cryptography is presented.

5 Informal Observations

We consider that the $\mathrm{c}\mathrm{o}\mathrm{m}\mathrm{p}\mathrm{l}\mathrm{e}\mathrm{x}\mathrm{i}\mathrm{t}\mathrm{y}/\mathrm{h}\mathrm{a}\mathrm{r}\mathrm{d}\mathrm{n}\mathrm{e}\mathrm{s}\mathrm{s}$ of proving a meta statement (by a meta
proof) can be estimated by the proof complexity of an appropriate formal sentence
of the meta statement.

The proof complexity of $\mathrm{P}4$ NP ( and $\mathrm{P}4$
$\mathrm{N}\mathrm{P}_{T}$ ) is super polynomial-time with

respect to $T$, under an assumption of $Tr$ This implies that the $\mathrm{c}\mathrm{o}\mathrm{m}\mathrm{p}\mathrm{l}\mathrm{e}\mathrm{x}\mathrm{i}\mathrm{t}\mathrm{y}/\mathrm{h}\mathrm{a}\mathrm{r}\mathrm{d}\mathrm{n}\mathrm{e}\mathrm{s}\mathrm{s}$

of proving $\mathrm{P}\neq \mathrm{N}\mathrm{P}$ is estimated as super-polynomial-time, i.e., to prove $\mathrm{P}\neq \mathrm{N}\mathrm{P}$ (by
a meta proof) requires a computational resource that is comparable to a super-
polynomial-time computational power, or no machine whose power is comparable
to those of polynomial-time Turing machines can produce a proof of $\mathrm{P}\neq \mathrm{N}\mathrm{P}$ .

Therefore, if the computational capability of our human being (along with our
$\mathrm{a}\mathrm{v}\mathrm{a}\mathrm{i}\mathrm{l}\mathrm{a}\mathrm{b}\mathrm{l}\mathrm{e}/\mathrm{f}\mathrm{e}\mathrm{a}\mathrm{s}\mathrm{i}\mathrm{b}\mathrm{l}\mathrm{e}$computing facilities) is modeled as a polynomial-time Turing $\mathrm{m}\mathrm{a}\sim$

chine, which is widely accepted as a feasible computation model, our result implies
that no human being can produce a (meta) proof of $\mathrm{P}\neq \mathrm{N}\mathrm{P}$ .

Godel’s incompleteness theorem taught us the principal or unconditional limita-
tion of our capability of proving mathematical problems. This paper may demon-
strate a computational or resource bounded limitation of our capability of proving
mathematical natural problems like $\mathrm{P}\neq \mathrm{N}\mathrm{P}$ and the security of cryptography. (Even
if $\mathrm{P}\neq \mathrm{N}\mathrm{P}$ is true and there exists a meta proof of this statement, such a proof might
be too long or too complicated for our human being to create.) Note that our result
does not deny the possibility of proving $\mathrm{P}=\mathrm{N}\mathrm{P}$ by a resource bounded (constant-time
or polynomial-time) Turing machine, if $\mathrm{P}=\mathrm{N}\mathrm{P}$ is true.

Godel’s (second) incompleteness theorem has a positive significance in that it
helps us to separate two distinct theories, $T$ and $S$ , because $TF\vdash \mathrm{C}\mathrm{o}\mathrm{n}(S)$ implies
that $T\mathit{1}$ $S$ (and $T\supset S$) since $S$ }; Con(S) by Godel’s (second) incompleteness
theorem. Here Con(S) denotes the consistency of S. (As already mentioned before,
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a bounded arithmetic approach tries to use this technique to separate one class from
another.)

Using this idea and our results in Parts 1 and 2 of this paper provides some
hint of the computational capability of our human being. Let $X$ be a machine
whose computational capability is unknown. If $C$ is a computational class, our re
sult helps us to characterize the computational power of $X$ relative to $C$ , because
$X$ $\vdash_{T}$ SuperLowerBound(C) implies that the computational power of $X$ should be
beyond $C$ , since the proof complexity of SuperLowerBound(C) is considered to have
a super-C computational lower bound, due to our (resource bounded version of the
second) incompleteness theorem etc.. Here SuperLowerBound(C) denotes a formula
to represent the super-C computational lower bound. If we assume $X$ to be a com-
putational model of our human being, then our obtained computational lower bound
result of $X\mathrm{f}\tau$ SuperLowerBound(C) implies the upper bound of our computational
power. For example, we have already obtained a proof of a $\mathrm{s}\mathrm{u}\mathrm{p}\mathrm{e}\mathrm{r}- \mathrm{A}\mathrm{C}^{0}$ lower bound.
This fact means that the computational power of our human being should be beyond
$\mathrm{A}\mathrm{C}^{0}$ .

This result may also give us some hint as to why all known results of computa-
tional lower bounds inside PSPACE are limited to very weak or restricted compu-
tational classes. If the computational capability of our human being is considered
to be much beyond the target computational class for lower bound proof (e.g., the
target class is $\mathrm{A}\mathrm{C}^{0}$ ), then it is likely that we may produce a (meta) proof of the
lower bound statement. However, if our computational capability is comparable to
(or is not much beyond) the target computational class for lower bound proof, then
it will be very unlikely that we can provide its (meta) proof. In other words, the
best result of computational lower bounds suggests the computational capability of
our human being.

If we have only very low level (compared with P) computational lower bound
results for many years in the future, it will imply that our computational capabil-
ity might be much lower than P. Actually class $\mathrm{P}$ clearly includes many infeasible
computation classes for us such as $n^{1\infty(\mathrm{n}}$ computational complexity in input size $n$ .
Thus, the known lower bound results so far might give us some hint on constructing
a better feasible computation model in the future.

On the other hand, if we succeed in proving $\mathrm{P}/\mathrm{N}\mathrm{P}$ in the future, it may im-
ply that the computational power of our human being should be beyond $\mathrm{P}$ , and
we will have an implication that our feasible computation model with $\mathrm{P}$ may be
wrong. However even if we change our feasible computation model from $\mathrm{P}$ to class
$\mathrm{Q}$ , we will still face the same phenomenon in that we will not able to prove the
super-Q computational lower bound if model $\mathrm{Q}$ characterizes our computational
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power correctly. Therefore, to prove a super-feasible-computation-class lower bound
is considered to be essentially impossible for us to prove.

6 Concluding Remarks

This paper introduced a new direction of research in order to study computational
complexity lower bounds; (computational) resource bounded (un)provability includ-
ing (computational) proof corriplexity resource bounded (un)decidability and re-
source bounded models. This approach can be generalized to various systems by
generalizing verification machines, $\mathrm{U}_{\mathrm{P}\mathrm{T}\mathrm{M}}(v\tau, \cdot)$ in proof systems and $\mathrm{U}(v, \cdot)$ in deci-
sxon systems.

In Part 2, we will extend these results to other computational classes and show
that: for all $i\geq 1,$ to prove a $\mathrm{s}\mathrm{u}\mathrm{p}\mathrm{e}\mathrm{r}-\Sigma_{}^{P}$ lower bound and super-E.$\cdot$

P lower bound
requires $\mathrm{s}\mathrm{u}\mathrm{p}\mathrm{e}\mathrm{r}-\Sigma_{\dot{\iota}}^{P}$ computational power and $\mathrm{s}\mathrm{u}\mathrm{p}\mathrm{e}\mathrm{r}-\Pi_{\dot{*}}^{P}$ computational power, re
spectively. For all $i\geq 1,$ to prove a $\mathrm{s}\mathrm{u}\mathrm{p}\mathrm{e}\mathrm{r}- \mathrm{A}\mathrm{C}^{i-1}$ lower bound and super-NC: lower
bound requires $\mathrm{s}\mathrm{u}\mathrm{p}\mathrm{e}\mathrm{r}\sim \mathrm{A}\mathrm{C}^{\dot{|}-1}$ computational power and $\mathrm{s}\mathrm{u}\mathrm{p}\mathrm{e}\mathrm{r}- \mathrm{N}\mathrm{C}^{i}$ computational
power, respectively. In addition, Part 2 will present similar results on probabilis-
tic and quantum computational classes, since a probabilistic TM and quantum TM
can be simulated by a classical deterministic $\mathrm{T}\mathrm{M}$; they can be formulated in PA in
a manner similar to that in Part 1. Thus, for example, we will show that to prove
a super-BPP lower bound requires super-BPP computational power and to prove a
super-BQP lower bound requires super-BQP computational power.
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