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1 Introduction
In this paper we will consider the following reaction-diffusion problem:

ug(0,8) = u,(1,6) =0, t>0, (1.1)

{ Uy = E2Ugy + flz,u), 0O0<z <1, t>0,
u(z, 0) = up(z), O0<z<l.

Here € is a positive parameter and

£z, u) = u(l = w)(u - a(2)),

where a is a C?[0, 1]-function with the following properties :
(Al) O0<afz) <1 in]0,1],
(A2) if ¥ is defined by

Y={r € (0,1); a(z) = 1/2}, (1.2)

then ¥ is a finite set and a/{z) # 0 at any z € ¥,
(A3) d(0)=d'(1)=0.

This is a joint work with Professcrs Kimie NAKASHIMA (Tokyo University of Marine
Science and Technology) and Yoshio YAMADA (Waseda University).
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It is well known that (1.1) describes phase transition phenomena in vari-
ous fields such as physics, chemistry and mathematical biology. This problem
is a gradient system with the following energy functional:

E(u) := /01 {%EZI%IQ + Wz, u)} dz,

where

W(z,u) = — /:f(:s, s)ds.

For every solution of (1.1), E(u(,t)) is decreasing with respect to ¢ and it
is well known that u(z,t) is convergent to a solution of the corresponding
steady-state problem as ¢t — co. The graph of W has two local minimums
at u = 0 and u = 1; so that we can regard both u = 0 and u = 1 as stable
states when £ is sufficiently small. Furthermore, the minimal energy state
changes according as a(z) is greater than 1/2 or not; if a{z) < 1/2, then
W attains its minimum at u = 1, while if a(z) > 1/2, then the minimum of
W is attained at w = 0. The interaction of the bistability and the spatial
inhomogeneity yields a complicated structure of solutions to (1.1).

Tn this point of view, one of the most important problems for (1.1) is to
know the structure of steady state solutions. So we will mainly consider the
following steady state problem associated with (1.1):

(st =0 w0 ®

W(0) = w/(1) =0,

where ¢/ 7 denotes the derivative with respect to .

Among all solutions of (1.3), we are interested in a solution with transition
layers. We have complete information about the locations of transition layers.
Here transition layer is a part of a solution u where u(z) drastically changes
from 0 to 1 or 1 to 0 when z varies in a very small interval. For (1.3), we can
observe a cluster of transition layers. This is called a multi-layer, while a
single transition layer is called a single-layer. It is known that any single- or
multi-layer appears only in a vicinity of a point in 35. These results are proved
by Ai, Chen and Hastings [1] (see also Urano, Nakashima and Yamada (71,
whose method of proof is different from the method in [1]), and they are
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given in Theorems 2.6 and 2.7. It should be noted that the existence of such
solutions is also discussed in [1] by shooting method. Furthermore, they have
also discussed the stability problem of such solutions with use of Sturm’s
comparison theorem (Proposition 3.1). The study of stability properties of
such solutions is also a great important problem.

For (1.3), Angenent, Mallet-Paret and Peletier [3] proved that there exist
solutions with single-layers in the form of transitions from minimal energy
state to minimal energy state when ¢ is sufficiently small. They also showed
that all solutions with such transition layers are stable. See also Hale and
Sakamoto [4], who discussed solutions with single-layers connecting from non-
minimal energy state to nonminimal energy state; all of their solutions are
unstable. In a special case that fol f(z,u)du = 0, which is called a balanced
case, Nakashima [5, 6] has shown the existence of solutions with transition
layers. Especially, in [6] she has proved the existence of a solution with
multi-layers and obtained its stability property.

The main purpose of this paper is to study stability properties of a solu-
tion w, of (1.3) which possesses transition layers by using different approach
from Ai, Chen and Hastings [1]. Consider the following linearized problem :

{—ﬁﬁ—fﬂn%W=A¢iﬂmJ% (1.4)

#(0) = ¢'(1) = 0.

We will show that all solutions with transition layers are non-degenerate. We
also study the stability property of u, in terms of Morse index. The notion
of non-degeneracy and Morse index is defined as follows:

Definition 1.1 (Non-degeneracy). Let u. be a solution of (1.3). If (1.4)
does not admit zero eigenvalue, then wu, is said to be non-degenerate.

Definition 1.2 (Morse index). Let u. be a solution of (1.3). The Morse
index of u, is defined by the number of negative eigenvalues of (1.4).

In general, the stability property of u. has a close relationship to its
profile. In particular, the results of Angenent, Mallet-Paret and Peletier [3],
and Hale and Sakamoto [4] (Proposition 4.1) tell us that the stability of
solutions with single-layers is determined by the direction of each transition



layer. Therefore we can expect that such facts remain valid for solutions
with multi-layers. Indeed, we can show that the Morse index of a solution
with multi-layers is equal to the number of transition layers from nonminimal
energy state to nonminimal energy state (Theorem 4.2). Our method of proof
is based on the Courant min-max principle and is different from that of Ai,
Chen and Hastings [1].

The content of this paper is as follows: In Section 2, we will collect some
information on profiles of solutions with transition layers . In Section 3 we
will recall the theory of Sturm-Liouville for the eigenvalue problem. Finally,
Section 4 is devoted to the stability analysis for solutions with transition
layers.

2 Profiles of steady-state solutions with tran-
sition layers

In this section, we will give some important properties concerning to the
profiles of solutions with transition layers. Such oscillating solutions have
at most a finite number of intersecting points with a in (0,1). So, we take
account of the number of these points. Let u, be a solution of (1.3) and set

Ei={z€(0,1); u.(z) = a(x)}. (2.1)
We now introduce the notion of n-mode solutions.

Definition 2.1. Let u. be a solution of {1.3) and set = by (2.1). If #Z = n,
then u, is called an n-mode solution.

In what follows, we denocte the set of all of n-mode solutions by S, .. We
collect some properties of solutions in S, .. By the maximum principle, one
can easily see that any u, € S, satisfies 0 < u.{z) < 1in (0,1).

Lemma 2.2. For u, € S,., assume B = {& 5, with0 < §H < < <
&, < 1. Then there exist exactly n — 1 critical points {G Yozt of ue satisfying

0<E6 <G << <G <& <l

provided that € is sufficiently small.
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Lemma 2.3. Foru, € Sy, let & be any point in = and define Ug by U:(t) =
u (€5 + gt). Then there exists a subsequence {ex} | 0 such that & = £ and
U, = Uy, satisfy

lim & =& and lmUp=U in C’fOC(R),
k—o0 k—o0

with some £ € (0,1} and U € C*(R). Furthermore, if €& € ¥ and U€) >0
(resp. U(&*) < 0), then U is a unique solution of the following problem:

U+U(1-U)U-1/2)=0 in R,
U>0 (resp. U<0) in R,
U(~o0) =0, U(e) =1 (resp. U(—o0) =1, U(oo) =0),

U(0) =1/2,

where "7 denotes the derivative with respect to t.

Theorem 2.4. For u. € Sy, let &,& be successive points in Z satisfying
£ <& and (& — &) /e = 00 as € — 0 and let € (£§,&) be a critical point
of ug. Furthermore, set

z—§& if& <z,
d(z) = ,
& —x if (<z <&
Then one of the following assertions holds true:

(1) If ue attains its local mazimum at , then there exist positive constants
Cy,Cy,1r, R with Cy < Cy and v < R such that

O, exp (—552}@) <1—u.(z) < Cyexp (—M) in[6,&).  (2.2)

£

(i) If u. attains its local minimum at C, then there exist positive constants
C1,Cs, 7', R with C] < C and ' < R' such that

' exp (_R'i(o) < unlz) < Chexp (_“iﬂ) in e &l (23)

Remark 2.5. Theorem 2.4 tells us that ue{z) and 1 — u.{(z) are very small
when z does not lie in an O(e)-neighborhood of a point in Z. On the contrary,
one can see that u. has a sharp transition in a small neighborhood of a point

in =.



Theorem 2.6. For u. € Sy, define E by (2.1) and assume that u, forms
a transition layer near £ € Z. Then there ezists a positive number g such
that, for any ¢ € (0,5¢), &€ — z = Ofe|logel|) with some z € ¥.

We also give a result on multi-layers. For this purpose, we decompose %
into the following subsets:

St={zc%;d(z)>0}, T ={zeX;d(z)<0}

Theorem 2.7. For u. € S, ., assume that u. has a multi-layer near z € &
when € is sufficiently small. Then there exists a positive number K such
that #(2 N (z — Kelloge|,z + Kellogel)) = 2m — 1 with some m € N.
Furthermore, if the multi-layer is a multi-layer from 0 to 1 (resp. from 1 to
0), then z € 7 (resp. z € £7).

Remark 2.8. Theorem 2.7 gives us more precise information on the profile

of u.. Set 2N (z — Ke|loge|, 2+ Ke|loge|) = {& 1oy " with § <& <+ <

bom—: and let {Ce}2™ " be a set of critical points of u. satisfying (o < & <
(< < -1 < Cm—1. Then, by Theorem 2.7, there exists a positive
constant M such that (o1 — ¢ < Me|loge| for each £ =1,2,...,2m — 3.

The proofs of Lemmas and Theorems in this section can be found in [7].

3 Basic theory for Sturm-Liouville eigenvalue

problem

In this section, we recall the Sturm-Liouville theory for (1.4).

Proposition 3.1. There ezist infinitely number of eigenvalues of (1.4) and

all of them are real and simple. Furthermore, if A; denotes the j-th eigenvalue
of (1.4), then it holds that

—0 <A <A< <A< s 00 a8 ] 00
and the eigenfunction corresponding to \; has ezactly j — 1 zeros in (0,1).

The following results is well known as the Courant min-max principle :
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Proposition 3.2. Let A; be the j-th eigenvalue of (1.4). Then A; is charac-
terized by

I
/\] = m *—-2(—¢)*,
¢€H1(0)1)\{0} ”¢HLZ<071)
H )
Ay = sup inf A%ﬂ for3=2,3,..., (3.1)
P1yeehi—1 €L2(0,1) $EX 1,95 -1] ”qs”[,‘z(o,n
where

#0) = [ {0 - fulo, 1) o) o
and
X1, thya] = {¢ € H0, )\{0}; (¢, ¥)12000) =0(i =1,2,---,5—1)}.

Remark 3.3. If 1; is the eigenfunction corresponding to the i-th eigenvalue
A of (1.4) for every s =1,2,...,j — 1 in (3.1), then ), is characterized by

I
Aj = n #—
¢EXE"J}15--W¢J'—1] “quLZ(O,I)
It is possible to prove the following result from Proposition 3.2:

Proposition 3.4. Let A; be the j-th eigenvalue of (1.4) and let Xj be the j-th
eigenvalue of the following eigenvalue problem.:

{—52¢>” ~ fulz,u)p +p(x)d = Ad in (0,1),
¢'(0) =¢'(1) =0,

where p € C([0,1]). Ifp(z) > 0(resp. p(z) <0) and p(z) £ 0 in (0,1), then
A > A (resp. :\} < Aj).
4 Stability of solutions with transition layers

We will study stability properties of solutions with transition layers. In order
to study a solution with transition layers, assume that a solution u, of (1.3)



does not have any oscilation in (0,1). For such u., we can choose a positive
constant M and a subset {z}!_, of ¥ satisfying

EN (2 — Me|logel, z + Me|loge|) # 0 (4.1)
and
#(EN (2; — Me|loge|, z + Me|logel)) = 2m; — 1 (4.2)
with some m; € Nforeach 4 =1,2,...,[, and

(1
C -

2N\ J(z — Mcz|logel|, z + Me|logel), (4.3)

1

.
I

provided that ¢ is sufficiently small. We should note that, if m; = 1, then
u, forms a single-layer near z;, while, if m; > 2, then u, forms a multi-layer
near z;.

In the case that m; = 1 for each ¢ = 1,2,..., [, the stability or instability
of u, has been established by Angenent, Mallet-Paret and Peletier (3] and
Hale and Sakamoto [4].

Proposition 4.1 ([3], [4]). Let u, be a solution of (1.3) satisfying (4.1),
(4.2) and (4.3) with m; = 1 for every i = 1,2,...1. Then the following
statements hold true:

(2) If ul{z)a'(z;) < O for all i, then u, is stable.

(43) If ul{z)a'(z;) > 0 for all i, then u, is unstable. Furthermore,

the Morse inder of u. = L.

We will discuss stability properties of a solution wu. in the case where
m; > 1. The stability property of such u, is described as follows:

Theorem 4.2. Let u. be a solution of (1.3). Assume that there exist a
positive constant M and a subset {z; Y\ of T, which satisfy (4.1), (4.2) and
(4.3). Then the following assertions hold true:

(3) If m; = 1 and ul(z)a' () <O for all 1 = 1,2,...,1, then u. is stable.

(i4) If there exists ani € {1,2,...,1} which satisfies either m; > 2 orm; =1

13
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with u.(z)a' (z;) > 0, then u, is unstable. Furthermore, u. s non-degenerated

and
the Morse index of u, = Z My,
E{1,2, J\F

where
Fo={ic{1,2,...,1}; m =1 and u.(z)ad'(z) < 0}.

Remark 4.3. Proposition 4.1 is a special case of Theorem 4.2; so Theo-
rem 4.2 is generalization of Proposition 4.1.

Remark 4.4. The same result as Theorem 4.2 has been obtained by Ai, Chen
and Hastings [1] with use of Sturm’s comparison theorem (Proposition 3.1).
In this paper, we will show a different approach based on the Courant min-
max principle (Proposition 3.2).

We will discuss the simplest case, [ = 1, in Theorem 4.2. We should
note that m; = 1 implies that u. has only one single-layer, while m; > 2
implies that u, has only one multi-layer in (0, 1). We will prove the following
theorem in place of Theorem 4.2:

Theorem 4.5. Under the same assumptions as in Theorem 4.2 with | = 1
and my; = m > 2, u, 18 non-degenerate and unstable. Furthermore, the Morse
index of u. is exactly m.

In what follows, we denote the j-th eigenvalue of (1.4) by A;. By virtue
of Proposition 3.1, it is sufficient to show the following two lemmas to prove

Theorem 4.5:

Lemma 4.6. Under the same assumptions as in Theorem 4.5, it holds that
Am, < 0.
Lemma 4.7. Under the same assumptions as in Theorem 4.5, it holds thaot
Am+1 > 0.

We will give the essential idea of proofs of Lemmas 4.6 and 4.7. For
details, see [9].



Proof of Lemma 4.6. We will consider the case that a'(z;) > 0. It follows
from Theorem 2.7 that u. forms a multi-layer from 0 to 1 near z;. Since u,
and a have 2m — 1 intersecting points in (21 — Me|logel|, z1 + Me|logel), we
can denote these points by {&Hr  with0< &G <& < <bma <1 In

this case, there exist critical points {¢}77 " of u. satisfying
0=0<&a <G < <&mi1 <Oma1=1

Define {wg}7, by

wi(z) = {ulﬁ(m) in (Ge—2, Ca-1),
0 in (0,1) \ (Car—2, Cor—1)-

Then {w;}7 , is a family of linearly independent functions in H 1(0,1) and
(w;, wi) 201y = 0 for j # k. Note that wy satisfy

gzw% + fu(ZE, us)wk + fm(xa Ue) =0 n (C2k-—2, Czkﬂl). (4.4)

Taking L?({ok_2, Cox—1)-inner product of (4.4) with wy, we get

C2k—1

A== [ @) - vl )
Cor—2

Since a is monotone increasing in (z; — Me|logel, z1 + Me|logel), it is easy

to see

H(wy) < 0 (4.5)

fork=2,...,m—1
It should be noted that a/(z) is not necessarily positive in ((o, (1) and
(Com—2, Com—1). However, we can show that both #(w;) and ##(w,,) are
negative without the monotonicity condition of a. For the proofs, see [9].
Thus (w;) < 0 for every k = 1,2,...,m. This fact together with
Proposition 3.2 implies A, < 0. O

We now show Lemma 4.7. For this purpose, we will introduce auxiliary
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eigenvalue problems as follows:

{‘52¢" — ful@,ue)p = A in T = (s, Con1), (4.6)

¢ (Con—1) = ¢'(Car) = 0, k=1,2,...,m,

{s?eﬁ" — fulz,u)d = Ao in Ty = (Capr, Gan), @)
¢'(Cok-1) = ¢' (o) = 0 k=1,2,....,m~-1.

It should be noted that u. is positive in J;", while v, is negative in J, . We
denote the j-th eigenvalue of (4.6) (vesp. (4.7)) by X;(J7) for k=1,2,...,m
(resp. A\j(J; ) for k=1,2,...,m —1).

For (4.6) and (4.7), we can show the following two lemmas:

Lemma 4.8. For each k =1,2,...,m, it holds that
M) <0 < X (JF).
Lemma 4.9. For each k =1,2,...,m — 1, it holds that
M{J7) > 0.

Before giving proofs of Lemmas 4.8 and 4.9, we will prove Lemma 4.7,
which is essential in our analysis.

Proof of Lemma 4.7 Let ¢—1+,k be the first eigenfunction of (4.6) and set

#5@) = [ {20 - fs nl@)ip@) o

k

For each k =1,2,...,m, take any wy € H*(J;') \ {0} satisfying

/ﬁ wi(z)$7 4 (z)dz = 0.

k

Then, it follows from Lemma 4.8 that

0o [ hnlo) P < ot )



We extend ¢7, to ¢ € L*(0,1) by

+ g
Lk in J7,

vele) = {o in (0,1)\ J. (48)

For any w € X[v1,%2,...,¥m), it follows from (4.8) that

(w, Y)r20) = /+ w(z)¢T ,(¢)dz = 0.

Tx

Hence we have
A w) 2 I [ | fonle)ide > 0
I
On the other hand, Lemma 4.9 yields

0<n) [ fwl)lde < A (w),

for k=1,2,...,m — 1. Therefore, one can see that
m m—1
H(w) =Y A (w)+ Y A (w)
k=1 k=1
m . m—1
>0 [ P+ a0 [
k=1 I k=1 Tr

> % [ wio)Pas,

where
A= min{ min A (J), . min )q(Jk")} > 0.

k=12,..,m 1,2,...;m—1
Thus we can conclude by Proposition 3.2 that

H
Am41 = Sup inf (w)

> A > 0.
Y1y WEX 1,00 P ] HwHL2(O,1)
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We next discuss Lemmas 4.8 and 4.9. However, their proofs require quite
lengthly argument. So we will only give the outline of proofs. For the com-
plete proofs, see [9].

Outline of the proof of Lemma 4.8. By virtue of Propositions 3.1, 3.2 and
3.4, it suffices to show the existence of a pair of functions 4 € C(J;}) and
w € C%(J;) with the following properties:
(1) A and w satisfy the following equation:

—2w" + Alz)w =0 in (Cor2, Cak—1),
w'(Cor—2) = w'(Cor-1) = 0, (4.9)
— fulz,ue) > Alz) in (Cak-2, C2k-1),

(i) w has only one zero point in (Cox—2, Cok—1)-
Take a small number § > 0 and let ¢ be a smooth function satisfying

1 for |z] <9,
9(z) =
0 for |z] > 26,

and |g(z)| < 1 for any z € R. We introduce a cut-off function p by

£

Furthermore, let ¢ be a C?-function which satisfying

~e3p" — (1/2 — a(z) + 2a(z)u: — v2)y
+(u2 —u, +1/2)(1/2 - a(z)) =0 in (2051 — 266, 2051 + 266),
o(zok—1 — 260) = (2951 + 2e6) = 0,

sup{le(z)|; = € (2251 — 260, 2951 + 2¢6)} = O(|logel).
(4.10)
We should note that such ¢ can be constructed by super and subsolution
method.
We are ready to define w and A by

w(@) 1= ue(#) = 5 + epla)ils)



and o
Alz) = _ew'(z)
w(z)
Then one can prove by direct calculations that A and w fulfill properties (i)

and (ii). O

Outline of the proof of Lemma 4.9. Foreach k =1,2,...,m—1, we consider
the following eigenvalue problem.

_Logn et c o
2" — fulz,ue)p + " ¢=pg inJg, (4.11)
¢’ (Cor-1) = #'(Car) = 0,
where ¢ is a C%-function satisfying
e + fulz,u)p —e e =0 in J,
Y {(Gop—1) = ¥’ (Cax) =0, (4.12)

% <0 in J; .

The existence of such % is not trivial. However, if (4.12) has a solution %,
then 7 is an eigenfunction corresponding to zero eigenvalue of (4.11). Clearly,
0 is the first eigenvalue of (4.11) because v does not change its sign in J .
Furthermore, the third term of the first equation of (4.12) is negative. Hence,
Proposition 3.4 enables us to derive A;(Jg ) > 0. Therefore, we have only to
show the existence of a solution of (4.12).

We will take a super and subsolution method to solve (4.12). Set

P(z):=0  in J7;

clearly ¢ is a supersolution of (4.12).

We will construct a subsolution of (4.12). We only discuss for z > &
because the argument for z < £y, is essentially the same. It should be noted
that there exists a positive constants x and P such that

fulz,u(z)) < =P in (& + ke, Cox) (4.13)
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when ¢ is sufficiently small. We set 6(z) = gq(2)e* with ¢(z) = 2%2/(2* + 1)
and introduce

0 in (o, Sk + KE),
7?(56') = cKig (K2(.’13 *f% - Iié‘)) n (5216 . Czk]. (4.14)

Here, K is a sufficiently large positive number and K5 is a positive constant
satisfying (1 + v)K2 < P with small v > 0. We define

() = (z) —n(z) in [Eor, (o)

and

2" = inf{z € [&u, o] ¢ () = 0}.

If 2* < (o, then it is easy to show that 1 is a subsolution of (4.12) by
direct calculation. On the other hand, if 2* > (5, the arguinenb is somewhat
complicated. For details, see [7]

Finally, it is obvious that

P < E in J, .
Thus there exists a solution ¢ of (4.12) satisfying ¢ < ¢ < ¢ in J; . O

We are ready to show Theorem 4.2.

Proof of Theorem 4.2. From the proof of Theorem 4.5, it is sufficient to sum
up the number of layers at each multi-layer. Thus the proof is complete. [
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