0000000000
1482 0 2006 0 118-152 118

Asymptotic theory of tsunami waves: geometrical
aspects and the generalized Maslov representation.
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Abstract

We suggest a new asymptotic representation for the solutions to the 2-D wave
equation with variable velocity and localized initial data. This representation is a gen-
eralization of the Maslov canonical operator and gives the formulas for the relationship
between initial localized perturbations and wave profiles near the wave fronts including
the neighborhood of backtracking (focal or turning) and self intersection points. We
apply these formulas to the problem of a propagation of tsunami waves in the frame
of so-called “piston model”. Finally we suggest a fast asymptotically-numerical algo-
rithm for simulation of tsunami wave over nonuniform bottom. Different scenarios of
the distribution of the waves are considered, the wave profiles of the front are obtained
in connection with the different shapes of the source and with the diverse rays gener-
ating the fronts. It is possible to use the suggested algorithm to predict in real time
the zones of the beaches where the amplitude of the tsunami wave has dangerous high
values. The paper concentrates mainly on the final formulas and geometrical aspects
of the proposed asymptotic theory.

1 Introduction

The traditional calculations of the diffusion of the tsunami waves are done by solving
the linear shallow water equations in the framework of the so called “piston model”,
which assumes that the source of the perturbation of the wave is given by an instanta-
neous vertical velocity of a certain region of the bottom of the ocean. The correspond-
ing mathematical problem is the search of the solution of the two-dimensional wave
equation with variable velocity and localized initial conditions:

2 .
%—g =< V,C(z)V >, (1.1)
M=o = V(Z),  mlemo = 0. (12)

*Institute for Problems in Mechanics, RAS, Moscow; E-mail: dobr@ipmnet.ru
tInstitute for Problems in Mechanics, RAS, Moscow; E-mail: seker@ipmnet.ru .
Department of Physics, University ”La Sapienza”, Rome; E~mail: b.tirozzi@libero.it
SInstitute for Problems in Mechanics, RAS, Moscow; E-mail: timtudor@ipmnet.ru



Here p < 1 and the function V(y) decays fast as |y| — oco. It is usual to solve directly
with numerical methods this equation for computing the tsunami in basins with non
uniform bottom. In this way the position of the front is rather well defined but there
are errors in the estimate of the amplitudes ([2]), this could be the cause of the not
very high effectiveness of the tsunami alarm system ([1]). In particular, in order to
obtain a good accuracy in a neighborhood of a caustic, it is necessary to spend a
large amount of computer time and this makes almost impossible to use the direct
numerical solution of the wave equation for real time simulation of the propagation of
tsunami. From our point of view the existing methods of computing the wave field
for the case of the ocean with non uniform bottom are good only for a qualitative
description of the distribution of the wave but satisfactory quantitative calculations
are still missing. The mathematical complications encountered in solving the problem
are connected with the metamorphosis of the solution: at the initial time the wave
is concentrated in a point and after sometime in a neighborhood of a curve (i.e. the
front of the wave). The problem is essentially two dimensional with the effect, typical
of the multi dimensional wave equation with variable velocity, of the intersection of
the characteristics. These arguments for the problem of localized initial conditions
have been treated with accuracy in the paper [15] but the final formulas, based on
the representation of the asymptotic [29] for the equations with constant coefficients,
are not very effective from the point of view of the real applications. The main result
of this paper consists in the derivation from the mentioned formulas of essentially
simple asymptotic equations for the wave amplitude ((4.4), (4.7), (4.14)) generated by
some localized source. It is necessary to emphasize that these formulas refer only to
the well known wave theory and geometrical optic and that can be implemented in a
computer in a relatively easy way by means of programs of the type of Mathematica
and Maple. In this paper we concentrate mainly on the construction of the geometrical
and topological concepts ( like the wave front, the Morse and Maslov index etc) playing
a fundamental role in the asymptotic behavior. As we mentioned above our final results
are based on the relatively simple piston model. We observe that until now, despite its
simple formulation and the numerous publications about it, no complete and accurate
asymptotic solutions of this model have been published. On the contrary, we show
that many features, not only qualitative but also quantitative, of the tsunami waves
can be explained by means of the piston model without any useless complications. We
briefly describe the plane of the work. In Sect. 2 we give a detailed description of
the linear case, in Sect. 3, starting from the example of the problem with constant
coefficients, we justify the utilization of the wave equation for analyzing the tsunami
waves. In Sec. 4 we give the asymptotic formulas for the case when the front passes
through a focal point and the self-intersections of the wave front appear. In Sec. 5
the topological and geometrical concepts, on which the formulas ((4.4), (4.7), (4.14))
are based, are shown. The global uniform asymptotic solution (6.9)-(6.10) to problem
(1.1)-(1.2) based on the generalization of the Maslov canonical operator (6.1) (and
realized in different situations in the various forms of the equations (4.4), (4.7), (4.14))
is presented in Sec. 6. The proofs of the main theorems given in this paper are omitted,
they will be presented in a forthcoming paper.

119



2 The main equations and a simple example:
the wave field in the case of constant bottom

2.1 Some notations

Let us introduce the notations used in this paper. A two dimensional vector can be
written with capital or small letters X = (Xj,X3) or ¢ = (x1,z2). The vector can

X1

be written also as a column vector ( P% ) Two dimensional vectors X and Y can
2

Y
vectors X and Y, with real components, is indicated by < X,Y >, the complex scalar
product among bi-dimensional vectors Z, W, with complex components, is written as
< Z,W >., the two by two matrix generated by two bi-dimensional vectors X, Y is
written as (X,Y’) where in the first column there are the components of the vector X

and in the second column those of the vector Y'; the transposed matrix of C is denoted
by *C.

form a column vector (X) with four rows. The real scalar product between two

2.2 The main equations

Let us remind the statements of problems used in tsunami wave problems as well as in
general linear water wave theory; see e.g. ([2]-[14]) where it is possible to find a more
complete bibliography.

Let us assume that the bottom of the basin is moving H = Hy(z) — Hi(z,t).
We assume also that the perturbation Hj(z,t) is small with respect to Hp
|H1| << Hp(xz), and that H; is localized in a neighborhood of some given point zo. If
L is the dimension of the region where the wave phenomena is studied, and [ is the
dimension of the perturbed region, then our hypothesis implies that I << L. Another
assumption is that the bottom ”changes slowly”, i.e. that VHy ~ u, where p is some
small (*adiabatic parameter”). We discuss below its meaning. Introducing the scaled
variables z’ = £, then H = Hy(z') — Hl(%,t), where u = % << 1.

The equation for the velocity potential ® in the water —H < 2z < 7, where n(z, t) is
the sea elevation in the linear approximation, has the form, in dimensional variables,:

A® =0, (2.1)
) '
M=, lz=0=0, @t +gnls=0=0, (2.2)
8% _ 0%
5. = 5, < VH, V2@ >= (2, t)ls=—n. (2.3)

where v(z,t) is the normal component of the velocity of the motion of the bot-
tom in the point z. The velocity v can be expressed by means of the derivative
le by : Qg’-/ v/ (VH)? +1, since v is the projection of the velocity on the vector

mt(vH ,1) normal to the surface z = —H. If we consider VHj to be small (be-

cause of the slow variation of the bottom relief), and that also VH; is small (because
of the small amplitude Hi), then we have v = le.
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3 A simple example: the wave field in the case
of constant bottom

3.1 The solution in the form of the Fourier transform

Let us begin considering the system (2.1)-(2.3) in the case of constant bottom. In this
case the velocity potential and its derivatives are zero for ¢t = 0. We make the Fourier
transform of the system (2.1)-(2.3) with respect to the variables z;,z3. The dual
variables will be denoted with p;,pe and the Fourier transform of the corresponding
function will be considered as a “wave”. Then (2.1)-(2.3) get the form

®,, — p*® =0, : (3.1)
. 0d '
™ — 'é‘z“zzo - 0’ (32)
(¢ + g7)|z=0 = O, (3.3)
% . OH
‘5;|z=-H == El— (3.4)

Solving ((3.1))-((3.4)), we find
ch((z+ H)lpl) ., _sh(zlp) OH;

3= 3.5
&Hp 7 plc(Hlp) o (33)
and —
~ - 1  0H;
Ny = — 6
Thus the equations ((3.2))-((3.3)) take the form
9 .__ 1 8H _
op
XL L= 3.7
5 T91=0 3.7)
Where ¢ = 5t| 2=0, and we have the initial conditions t =0
Plt=0 =0,  Gilt—0 = 0 &> fjlt=0 = 0. (3.8)

These conditions define the so called Cauchy-Poisson problem for the system (3.7).
They are compatible with the perturbation of the bottom only if we suppose that the
earthquake starts at a time different from zero. So we assume that the bottom has an
“instantaneous”  movement at a small time t = ¢:

Hy(z,t) = 0(t — )V (z), (3.9)

then we send ¢ to zero at the end of the calculation; the smooth function V(z) decays
rapidly at infinity. )
Differentiating the first equation in (3.7) with respect to t and substituting %% with
—g7 we get the equation for 7:
1 &H

i+ L — e DL 0 £ = g|p| tanh(H]p|). 3.10
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Differentiating the second equation of the system (3.7) with respect to t and sub-
stituting the derivative 7, with the expression of the first equation and consider-
ing the condition that the source is active at the moment t = ¢ > 0, we get
oit|t=0 = —g|p|tanh(H |p|)@lt=0 = 0 and the initial condition for (3.10)

M=0 =0 mlt=0 = 0. , (3.11)
It is easy to find the solution G of the homogeneous equation associated with (3.10):

Gu+L@P,H)G=0, Glier=0, Gifs=r =1,
ei\/Z(t—-r) — e—iVL(t~T) gin \/Z(t —7)
2iv/L - VL

In this way the solution of the non homogeneous equation (3.10) is

é(t, T,p) =

_ ' 1 62§1(73p)
- /0 Gt B) o — e

The inverse Fourier transform of the function 7 gives the elevation of the free surface.

Under our assumption of instantaneous motion at time ¢ we have g%—ltélﬂ =8 (t—e)V
and so:
1 82H,(r,p) sin \/_(t 7)o
/ Gt )cosh(H]pl) ot? T= coshHlpl / §(r = e)dr =

_ 14 (sm\/-(t——T))! 14
cosh H|p| 87 NI T=¢ cohHH

cos \/_(t €).

We send now ¢ to Z€10 80 We get the function 77 = mgm cos vLt. It is evident that
7} is the solution of the equation (3.10) with the following Cauchy conditions

~

.V g
"7|t=0 - COSh(HlpI)’ 77 it=0 - O' (3'12)

We shall discuss the relevance of such initial conditions for the function 7 in the
next section.

3.2 The solution of the Cauchy problem for constant
bottom and instantaneous source

Let us study the solution 7 corresponding to (3.12). It is not restrictive to assume that
the center of the source is located in the origin of the coordinates zo = 0 and that
the perturbation decays rapidly with the distance from the origin and that it has a
maximum in a small neighborhood of the origin. We use also dimensionless variables:

V=V
where [ is the size of the shifted region and

7 — §:'l7? fV(é)e-ip-Edg = # fV(y)e—-il<p,y>dy = ”-}.(pl),
0 = ¥ ),
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where we made the substitution ¢ = yl and V(p) is the usual Fourier transform of
the function V(y). We assume that V(y) is a smooth function rapidly decaying as
ly| — oo.

Then we can make the inverse Fourier transform:

n= ZZ;Z/eiit,/c(p,H)+z'<p,z>ﬁ0(p)dp= Z%r_zi/ei:z’t,/.c(p,li)+i<p,x> 1
+

cosn(plH) " PHeP

Changing the variables p = p//l, we get

n= j_zi/eﬂ,/ﬂfimh(|p|-?)+i< <pE>
4

cosh(lplT)V(”)d”

In this way the problem is reduced to the computation of the asymptotic behavior of
the integral.

We will study the asymptotic values for |z| >> [ We change
variables inside the integral and pass to polar coordinates (p, ),
where ¢ is defined as the angle among p and =z — 2. Thus
p = p6(<p)ﬁ, where ©(p) is the two dimensional matrix defining the rotation

of an angle ¢. .
_{cosp —sing
O(p) = (simp cos )

Then the last integral has the form

z
cosh(p) " le|

The internal integral can be computed using the method of stationary phase. The
phase has the form: ® = ﬂf—”-l cos ¢, the equation % = 0 gives ¢ = 0, = m; however
it is not possible to apply the method of the stationary phase in the point p = 0.
One can reduce the interval of integration to a sufficiently small neighborhood of the
saddle points of the variable ¢ and show that, {12, 13, 14], the error is smaller than

the contribution of the terms that have been neglected. The result is:

\/ —X
2\/57? |-'B i/ cosh(pl

92 tanh(p— )):ﬂ:(e*"'/4 ~-"—‘ﬂvu:p' )

plz|

1 ‘poo 2 .
n= ——Eifo pdp A dcpexp(izt 9P tanh(p=- )) exp (z—l—coscp) ——V(p©

47 1

(:{:zt 7

Let us consider the last integral. Its global phases are:

@1 /1 = £(ty[glptanh (o2 ) plal)/1.

For t > 0,p > 0 the derivative -T*'i is strictly positive, this implies the absence
of critical points for the functions ®4 ;. It follows that these terms give, for ¢t > 0, a
contribution to the wave field which is asymptotically small with respect to the other
contributions and so it can be dropped. Furthermore since V is a real function then

).
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V(p) and V'(—p%[) are complex conjugates so the last integral may be written in

" Ve \ el
i Ve &, X i 1 pH
Re [ dp—Y—V(p—)e ™ exp ((olx| — tpy/gHy/ — tanh(Z=)).
e/O pcosh(p%) (p|xl)e GXP(1(9|X| Pty [ - tan (5 )

Since the ratio & 7 is rather small, the source is localized, and the function V(p )
decays rapidly as a function of p, then the main contribution to the last mtegr

coming from the small values of p. Then we get that the functions m a.nd
-1

tpv/gH ;,—lHtanh(ﬂ{i) can be expanded in Taylor series. If we substitute the first

function with 1 we neglect a term of the order of O(T)2 The second function can
be approximated by the first two non zero terms of its expansion tpy/gH(} — 3(2£)?%)

making an error of the order of t1/gH (T It is clear from the previous estimates that
these terms are small and so we obtain

nm [ [ dpya¥ (oo 4 exp (ol — tov/BHL - 2 ().

It will be explained below that the integral gets its larger values in the neighborhood
of the front, i.e. near the curve ( circle) |z| = /gH¢t. In this way the dispersion effects
can influence the asymptotic values in the far wave field under the condition that the
coefficient of p® in the exponent is larger or equal to one. Thus we obtain different
behaviors, putting +/gHt equal to |z| in this coefficient, according to the possible
relations among |z|, H,! (compare [3]-[8],[14]):

a) For |z| >> }I—S; the dispersion has an important influence in the neighborhood
of the front, and the asymptotic can be expressed by means of a function similar to
the Airy function. In this case the behavior of the function V is not important for the
definition of the profile of the front.

b) For |z| ~ gg the weak dispersion and the function V influences the formation
of the wave profile;

c) For |z| << 'Il—;g the dispersion is not important and the function V is important
for determining the profile. If the term with p®, is dropped from the phase of the
integral an error of the order of |x|H?2/I2 is done.

Let us consider the example where H = 4km, | = 40km, thus I3/H? = 4000km.
Thus a (weak) effect of the dispersion starts at 4000km. If the size of the source
increases twice this distance increases 8 times and becomes 32000 km, a distance larger
than any ocean. Thus we will start analyzing the point c (it possible to neglect the
effect of the dispersion).

3.3 Asymptotic behavior of the wave field with very small
dispersion in the case of constant depth

Thus, assuming that the inequality |z| << [3/H? is satisfied, we have

‘.~1/l * G X omin/a (1 -
oy |m,l’vefd dp\/EV(pm)e exp(i(QIXI—tp\/gH)——
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- \/I_E‘Re(e~i7r/4F( i ’ET))’ B(x,t) = |x| — t+/gH, (3.13)
where
F(zn) = —— /oo ¢i%° /57 (om)dp. 614
? \/ﬁ A

Here n is the unit vector parallel to the vector z

= n(y) = (;’ﬁ:ﬁ) . (3.15)

The angle ¢ is chosen in such a way that ¢/ = 0 correspondsand to change in final
asymptotic formulas u by . N

to the axis z;. Hence the function V(p,n(¢)) depends on (p,7) and the function

F(z,n(y)) depends on (2,9). For avoiding complicate notations we use_the same

symbols V and F for them and sometimes write V (p, ¥) and F(z,%) instead V(p, n(y))
and F(z,n(1)) respectively.

We note, that the function F(z,n) decreases for [z|] — oo as an inverse power.
Indeed, let us change variable in the last integral p = ”22; then

F(z,n) = ——\/12=7rRe{e'i7;"r/00C7 yle T (—n)dy}

Using the method of the stationary phase we get, because of the presence of
the factor y? under the integral, F(z,w) ~ 31,2, if V(0) # 0. Thus for

|lz| - \/th‘ >>l and |z| >> [, we have that n ~ WV(O).

Example 1. Let us give some ezample of the function F(z,w).  We choose for the
Junction V, defining the source, the function

V(y) = Vcos (@171 + agYz + 8)e 1Y ~0%2 | ¥ = ©(9)y, (3.16)
cosf sinf
o) = (— sinf cos 9) ?

where V,a1,az,b1, by > 0, 8, x are parameters. In this case the function F(z,%) can
be expressed in terms of parabolic cylinder functions D_3 /2 or confluent hypergeometric
functions 1 Fy

- 14
Vip,v) = 5 ——1\7/1_ —a=PP* cosh(ib + vp), (3.17)
-5 . .
F(z,9) = V—zh\/g_LRe(e‘% / ” \/ﬁ(e—"?ﬂwimei"+e‘%"'—w+iPZe-w)dp)
7" 0
_ Vb (’Y+1z) v +iz,
= 465[33/41:‘3( P(—7—)D_3/2(~ Wi )e!
+ -y +iz, _,
+exp(—-———( 74[;2) )D_3/2(— ’1/3 )e i)
_ 1
=V 327rb1b2Re[(Q++Q‘)]’

~ig—oti

@:(0.) = o (- vAT-D R, 5 By ruar G, S 5),
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Figure 1: Source function F for Gaussian perturbation.
The form of the source is determined by (3.16) where V = 10m, a; = 0, a2 = 0, b; =
0.01km™2, b, = 0.005km™, ¢ =0,6=0

where o = (bad + boo?)/(4b1be), B = (bysin®(3 — 8) + bycos?(¢) — 6))/(4bybg), v =
(brag sin(y — 8) + baoy cos(y — 0))/(2b1bs), wx = £y +1®, 1F1(.) is hypergeometric
Kummer function, T is a gamma function (see Fig.1, Fig.2).

Main conclusion: the phase in the neighborhood of the front defines completely
a one parameter family of trajectories which generate the front. Further we remark
that, since the function F' decreases, we can expand in the formula (3.13) |z| in a
neighborhood of the front, keeping in the expansion only the zero order term, and that

we can substitute the factor llzl ( the amplitude of the wave) with the term \/l_m.
]
We want to find analogous formulas for the wave field in the case of negligible small

dispersion and for variable bottom.

4 Localized solutions to the wave equation
and asymptotic behavior of the wave field over
nonuniform bottom for very small dispersion

4.1 The wave equation, rays and wave fronts

In this section we start the analysis of the behavior of the amplitude of the wave when
the bottom is not constant. We use here well known objects and their characteris-
tics which one can find in books connected with the semiclassical asymptotic and ray
method, geometrical optics and wave fronts, Hamiltonian mechanics, catastrophe the-
ory etc. We try to collect here all necessary concepts and give their description in
elementary form. More complete presentations and details one can find in [16]-[25].
It is clear that in practice we have studied the solution of the wave equation in the
previous section. In order to construct a meaningful asymptotic theory we introduced
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Figure 2: Source function F for “modulated” Gaussian Rerturbation.
The form of the source is determined by (3.16) where V = 10m, a; = 0,.a3 = 0.1km™,
by =0.01km™2, b, = 0.005km™2, ¢y =0, 6 = 7/4

there the small parameter
l

k=T (4.1)
expressing the relationship among the characteristic size of the source and the char-
acteristic size of the basin. We begin introducing non dimensional variables in the
equations and scale using the characteristic depth of the basin Hy . After we make
the change of variables ' = z/L, t' = t\/gHy/L, H = HoH'(z') our equations and
initial data will take the form (1.2). Our asymptotic expansions will be done in term
of this parameter under the assumption pu <« 1. To come back to original variables it
is enough to use the original variables z,t to change in final asymptotic formulas u by
L and in (4.2) C(z) = \/H(z) by C(z) = \/gH(z).

We assume that the source of the perturbation is localized in £ = 0. It is easy to see
that finding the field far from the source,|z| >> [, is similar to find the asymptotic values
for 4 — 0 in the problem (1.1). The problem now is to study the wave equation with
variable coefficient. The asymptotic values of the wave amplitude 7 can be expressed by
means of the wave front formed by rays. It is a known fact that instead of the straight
rays one has to introduce curved rays and characteristics given by the one dimensional
family of trajectories P(y,t), X (v, 1) of an appropriate Hamiltonian system . The ends
of the rays form the wavefront, a complicated closed curve probably with cusps and
self intersection points. In the considered situation these rays and characteristics are
determined in the following way.

We introduce the function C(z) = /H(z) and, as before, let n be the unit vector
(3.15) directed as the external normal to the unit circle. Then the Hamilton system is:

o P s = 1o 2C _ _ '
= lp|C(x)1 p= Ipl Sz y . $|t=0 = 0, plt=0 - n(d))’ (42)



i.e. the family of trajectories P(¢,t), X (¢,t) going out from the point x = 0 with unit
impulse p = n(y). Let us indicate C(0) = Cp. The Hamiltonian corresponding to (4.2)
is H = C(X)|p|. From the conservation of the Hamiltonian on the trajectories we have
the important equation

|PIC(X) =Co. (4.3)

The projections £ = X(3,t) of the trajectories on the plane R2 are called the rays.
Recall that the front in the plane R2 at the time ¢ > 0 is the curve v = {r eR?|z =
X (1,t)}, [25, 16]. The points on this curve are parameterized by the angle ¥ € (0, 27].
If in each point z of the front ; % # 0, then the front is a smooth curve. The points

where X = 0 are named focals, in these points the front looses its smoothness. In the
situation in which the focal points appear, (they are very interesting from the point of
view of tsunami), it is reasonable to introduce the concept of the front in the phase space
Rj , at the moment ¢ > 0, i.e. the curve Iy = {p = P(¢,t),z = X(¥,t),% € [0,27]}.
We note that at least one of the component of the vector Py, Xy is different from zero
and also the rays z = X(t, ) are orthogonal to the front v;: (X, X,) = 0 see Lemma
3.

4.2 The wave field before critical times.

It is not difficult to check that a (possibly sufficiently small) ¢; exists such that, for any
t,ty >t > > 0, there are no focal points in «;. The first instant of time ¢, in which
focal points are formed is called critical. Let us first write the solution before critical
times, larger than , when the front is already defined. In this case the asymptotic
solution is defined in the following way. We define a neighborhood of the front for
sufficiently small ( but independent of u) coordinates ,y, where |y| is the distance
among the point = belonging to a neighborhood of the front and the front. For this aim
we will take y > O for the external subset of the front and y < 0 and for the internal
subset of the front. Then a point z of the neighborhood of the front is characterized
by two coordinates: v (t,z) and y(t,z), where 9(t,z) is defined by the condition that
the vector y = z — X (%, t) is orthogonal to the vector tangent to the front in the point
X(4,t). Thus we have the condition (y, Xy (v,t)) = 0. Let us find the phase

S(t:2) = (P(t, ), 8), 2 = X(W(t.9),) = preroimy 7Y = \/ e

The second equality is a consequence of the equation (4.3).

Now we state the first important theorem of this paper connecting the wave ampli-
tude with the initial perturbation V'(z) and the profile of the bottom and the integration
over the characteristics.

Theorem 1. Fort, >t > 6 > 0, in some neighborhood of the front v;, not depending
on u, 1, the asymptotic elevation of the free surface, has the form:

L O (B )|y +OW) (40

= X0 | HX®,9)

Outside this region = O(u%/2). The function F(z,n) is defined in (3.14).

In this way till the critical time the asymptotic elevation of the free surface is
completely defined by means of the trajectory, which forms the front of the wave, and

128



of the function V, corresponding to the source of the perturbation. Despite of the
simple and natural form of the asymptotic of i, the proof of the formula (4.4) is not

trivial at all; the main step is the computation of the function V', more exactly the proof

of the fact that the formula is the same as in the case of constant bottom, if the right
choice of the rays is made. We will give below the necessary tools for a constructive
approach of the proof of this formula, in the meantime we now show some elementary
consequence of the equation (4.4). Since the phase S(z,t) is equal to zero on the front
and S(z,t)/p gets large going out from the front, then 7, as one could expect, decreases
enough quickly and the maximum of || is attained in a neighborhood of the front. As
a consequence, 77 can have some oscillations depending on the form of the source. The
second factor in (4.4) is the two dimensional analogue of the Green rule, well known in
the theory of water waves in the channels: the amplitude 7 increases when the depth
decreases as the inverse of the fourth root of the depth 1/4/C(z) = 1/+/H(z); the
factor 1/4/|Xy| is connected to the divergence of the rays, in other words if a smaller
number of rays goes through a neighborhood of the point X (4,t), the smaller will be
the amplitude of the wave field. The factor Wﬁ%@ appearing in the formula of
the phase expresses the phenomena, also well known, of the “contraction” of the wave
profile and the increase of its amplitude as the depth decreases. In fact the amplitude
increases because of the factor in front of the function V but also the phase S(z,t)
increases and this makes the wave profile narrower. This result explains the well know
fact that the wave length of the tsunami decreases when the wave approaches the coast
and that its amplitude increases. The same profile (i.e. a section of 7(z,t) for fixed ¢
and v) can depend on the way the trajectory ( ray) intersects the initial perturbation
of the bottom at ¢t = 0. It is just this fact to give the dependence of the diagram of the
directions on two factors: the shape of the source and the angle of its intersection with
the ray passing through a given point of the front. For this reason, depending on the
form of the bottom, two rays going out with two very different angles, can arrive near
the same point of the front and contribute to the profile with very different amplitudes.
These effects can be well seen in Fig.3, Fig.4.

4.3 The structure and metamorphosis of wave profiles af-
ter critical time.

4.3.1 The Maslov index and metamorphosis of the wave profile.

For t > t, when the focal points appear, as it is well known in the wave theory, -

the front can have “angles” and sometimes the front lines can have self intersection
points. The ends of the arcs corresponding to these angles are the focal points (or
backtracking or turning points). For ¢ > t; the front divides in some arcs 77, indexed
by the number j, separated by focal points. The internal points of these arcs are the
ends of the trajectories P(v,t), X(¢,t) with the same topological structure. Namely
these equivalent trajectories cross the same numbers of focal points at times ¢ before
t, t¥ < t. They are characterized, from the topological point of view, by the Maslov
indez, an integer number m(v,t) depending on 1, t. The Maslov index m can be defined
on the regular points of the front in different ways, we give below a more practical
definition of this important concept by means of a simple definition of its increments
in the problem under examination. The index m is related to the sign of the Jacobian
J = B%% = (X ,Xy). The function J is equal to zero in the focal points and only
in these points. Thus moving along the front v; or along the trajectory (P, X) after
crossing the focal point, the Jacobian can change its sign. Actually the Maslov index
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Figure 3: Tsunami spreading over bottom with bank-like mountain.

Amplitudes maxima are given in meters.

The depth of the bottom in [km] is H(z1,22) = 4.5 — 4exp[—(21/100)? - (z2/100 — 2)?].

The form of the source is determined by (3.16) where V = 10m, a1 =0,a; =01km™, b =
0.01km™=2, by = 0.005km™2, ¢y =0, § = /4
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Figure 4: Tsunami spreading over the well with ridge.

Amplitudes maxima are given in meters.

The depth of the bottom in'[km] is H(z1,z2) = 1 + d1(z1 + 50, 2o — 100)d2(z; + 50, x2 — 100),
di(z1,z2) = 1.3 if |z1| < 100 and d1(:81,:z:2) =13- C082(1T:L'1/200) if |z;| > 100.

da (21, T2) = 2cos?(m (2} +23)1/2/900) if (27 + 23)!/2 < 450 and da(z1, z2) = O otherwise. The form
of the source is determined by (3.16) where V = 10m, a; = 0, a3 = 0. lkm'1 b = 0.01km™2,
by = 0.005km=2, ¢y =0, § = 7/4



prescribes a receipt for assigning the correct sign to the square root of J and it can be
defined in a way independent from the trajectories. But if we move along a trajectory
there is, in this problem, the nice and useful fact that the Maslov indez coincides with
the simpler Morse indez. So, considering the trajectories arriving to <;, we have that
the Morse index m(1,t) of the point z = X (¢,t) € R is equal to the number of focal
points on the trajectory p = P(¢,7),z = X(¢,7),7 € (0,t) arriving to x = X (3,1).
Note also that, as the time t changes, the ends of the arcs 47 produce the entire set
of focal points. It is also a well known fact that these sets constitute the (space-time)
caustics which are the singularities of the projections of some Lagrangian manifold (we
denote it M?) from the phase space R ; to the plane (configuration space) R2.

Example 2.

Let us illustrate the concepts explained above by the ezample (considered in [9] for
the scattering problems)about the waves on an azially symmetrical bank described by
the depth function (see Fig.3)

H=H(p), p=1/ad +3} (45)

In this case an additional integral ezists

Py = T1p2 — T2P1 : (4.6)

and the Hamiltonian system (4.5) is completely integrable.

We assume that the source is located in a neighborhood of the point 1 = 0,22 =
—po.

For each fized time t the front 7, is separated into two arcs: the first, a long one,
is v with self-intersection points, and the second, a short one, is 42, located between
the angles on the fmnts The union of the ends of the arc 7 for different times t gives
a caustic. The arc y} consists of the ends of trajectories (rays) without focal points on
them (except t = 0). Thus the Jacobian J(¢,t) = det( y Xyp) (@, 1) > 0 for fized ¢ and
for each 7 € (0,t); hence the Morse index m(x € 4}) = 0. On the contrary the arc 4}
consists of the final points of the trajectories (rays) which cross one focal point at the

time t = tp(4),0 < trp(y) < t when they touch the caustic. In this case before tr(v) -

J>0, J@,tr(¥)) =0, and J < 0 fort > tp(y). Hence m(z € v2) = 1.

Now let us fix the time ¢t and move along the front 4;. Then after the passage through
the focal points the phase —/4 in formula (4.4) increases by a quantity —v/4 &+ 7/2,
where £1 is the jump of the Maslov index. Finally after passmg through several focal
points instead of the factor e - one has the factor e —4-22%8  The number m is
defined mod 4. The appearance of this new factor produces cruczal changes of the form
of the wave profile in the formula (4.7) i.e. in the function Re(e™ ¢ ‘EimF) This fact
is analogous to the well known metamorphosis of the discontinuity in the theory of
hyperbolic systems (see e.g. [10, 17, 21]), and the formula (4.7) describes explicitly the
appearance of the same fact in the case of localized initial perturbations.

Let us present the formula for the wave amplitude in a neighborhood of the front
but outside of some neighborhood of the focal points. As we have just seen in the
previous example, points of self-intersection can appear for t > t,;. The amplitude of
the wave in a point z belonging to a neighborhood of these points now is the sum of
the contributions coming from different ;(z, t), y;(,t), and S;(z,t) with index j, and
with the Maslov index m(v;(z,t),t) (see Fig.3, Fig.4).
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Theorem 2. In a neighborhood of the front but outside of some neighborhood of the
focal points the wave field is the sum of the fields

n= Z{\/WMH(XWJ, o in iz o (Sj(z,t)’n(w))]}lu;:w,-(m,t)"'O(”B/z)'

4.7)

Outside this neighborhood of the front v 7(c, t) O(u/?). Again the function
F(z,n(y)) is determined in (3.14).

Let us emphasize that the number m has a pure topological and geometrical char-
acter and can be calculated without any relation with the asymptotic formulas for the
wave field. From the theorem 2 it follows that, in order to construct the wave field at
some time ¢ in a point z, one has to know only the initial values n);=¢ and 7|t=0 and
has not to know the wave field 7 for all previous time between 0 and ¢. The trajectories
and the Maslov (Morse) index take into account all metamorphosis of the wave field
during the evolution from time zero until time ¢.

4.4 Wave field asymptotic in a neighborhood of focal
point
4.4.1 Completely non degenerate focal points and coordinate system

Now we consider the situation when for some ¢ the point (PF,XF) =
(P(¥F(t),t), X (¥F (t),t)) corresponding to the angle ¥ (t) is a focal one. In this point
Xy=0 and one has to use another asymptotic representation for the solution. Roughly
speaking the neighborhood of the point X (1*'(t), t) on the plane R2 can include several
arcs of v; with the angles 1 different from ¢ (¢). This means that one has to take into
account the contribution of all of these arcs in the final formulas for 7 in the neighbor-
hood of the point z = X (¢ (t),t). The influence of nonsingular points are defined by
formula (4.7) and the influence of the points from the neighborhood of the focal points
are described by formulas (4.14) given below. Thus it is necessa.ry to enumerate the
focal points with nearby projections and write P(¢F (t),t), (zp] (t),t). These points
have the same position X* = X (¢f (), t), but different momentum PF = P(yf (¢),1).
To simplify the notations we dlscuss here the influence on 7 of only one foca.l point
omitting the subindex j but keeping P¥.

We present the corresponding formuls under the assumption that some derivative

X7 = GO0 20 (48)
(k)F

and the derivatives X¢ = 0 for 1 £ k < n. It means that this focal point is not
completely degenerate. For future convenience we introduce the “mixed” Jacobian

2
J = det(k, Ry)(wyt) = SR, (49)

and some characteristics of the focal point (P¥, XF):

PFC2
2L PE = BT 0),0),
C%'det(Pan)) J(n)
Co ' OF

Cr=CXF), XF =X@F),t)=

Jr = det(XF, Pf) = = det(XF, X{VF). (4.10)



Again the topological characteristic appears, i.e. the Maslov index of this focal
point or its neighborhood (it is the same), but now it depends on the choice of the
coordinates in the neighborhood of (P¥, XF). It is natural to choose the new coordi-
nates (2, z}) associated with the nonzero vector X = X (¢F (t),1); namely we assume
that the direction of the new vertical axis zf, coincides with the vector XF. We put
ko = t(ka1, ko) = XF/|XF|= XF/CF PECp/Co, ki = k11, k1) = (k22»—-k21) and
introduce the new coordinates p/,z’ in the neighborhood of (P¥,X¥) in the phase
space R} ,, by the formulas:

det(XF,z — XF) _

) = (k,z - XF) = - —%—fdet(PF,m—XF),

Cr
cF .. _ yxF
m’2=<k2sx—XF)=<X 2 - X >=&<PF’:E"XF>)
Cr Co
P'l = (kl,p>a p,2 = <k2’p>' (4'11)
It is easy to see that
/ /
aet (B B) g (4.12)
X 2¢

4.4.2 The Maslov index of a focal point.

Since the determinant J # 0 in the focal point (PF,XF), the same inequality takes
place in some of its neighborhood, thus J has a constant sign. On the contrary the
Jacobian J changes sign in this neighborhood. We define the Maslov indez m(PF, XF)
of the non (completely) degenerate focal point (PF,XF) = (P, X)(¢F (t),t) as the indez

m(P, X) (4, t) of a regular point (P, X) = (P, X)(¢,t) in the neighborhood of (P, XF)
such that the signs of the determinants J (¢,t) and J(1,1) coincide. For instance one
can choose ¢ = yF (t),t = t £ &, where delta is small enough. This means that we
compare the sign of J with the sign of J on the trajectory (P, X) crossing the curve
I'; in the focal point (PF, XF) before and after this crossing.

4.4.3 The model functions and the wave profile in a neighborhood of
the focal point.

Now we present the formulas for the wave field in the neighborhood of a focal point
z = X¥. Let us put o = sign(JrJ 1(;-”)) and introduce the function (or more precisely
the linear operator acting to the source function V(y;,y2))

n+1

621, 22, ) = d£ " pdpi (on()) expip(za — €21 - 05—}
“mr D

= /_ :d£ /0 \/Edpf(pn(tb))exp{ip(zz—fﬁ - +1),) (4.18)

We put
& = z) Jr _ _det(PF,z — XF) Jr :
R o = 1 . p 1
pntl lJFJ}(J‘N)l;-hC;_l COCFn-l um lJFJé.,n)ln+1
F 37,2 0 (PF) L= XF)
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Theorem 3. In a neighborhood of the front v each focal point (P¥,XF) gives the
following contribution to the asymptotic values of the solution n

~ n—1
v/ Col Je|nei
F =y el Re[e 5™ XN ge (5 2F, 4F)] + O(u)}. (4.14)

If several arcs of v, belong to the neighborhood of the point x, then one needs to sum
over all the corresponding functions (4.14) and (4.7).

5 The geometric base of the asymptotic theory:
Lagrangian manifolds, the Maslov and Morse in-
dices.

The aim of the next section is the discussion of the geometrical objects appearing in
Theorems 1-3. Let us first recall the geometrical concepts and the important properties
of the Hamiltonian system (4.2), in order to give an asymptotic solution to problem

(4.2) including the behavior in a neighborhood of the focal points, initial moment of

time, calculation of the Maslov and Morse indices etc. The majority of these con-
structions and properties are well known, we present them in the most simple form
and collect them in our paper for giving a self-contained treatment. An exhaustive de-
scription of the wave fronts and the focal points, their connection with the ray method
and the semiclassical asymptotic, can be found for instance in 25, 20, 16, 18]. There
exist different equivalent definitions of the Maslov index; one of the aims of the next
subsection is to recall the definition from [26, 17, 28] which, in our opinion, is more
suitable for concrete calculations.

5.1 Lagrangian manifolds (“bands”) and their properties.

As we have already said, taking into account the fact that after the appearance of
the focal points the front line can intersect itself, it is convenient to add to the point
z = X(%,t) the corresponding momentum component p = P(3,t), and consider the
point r = r(y,t) = (P(%,t), X(¢,t)) in the 4 dimensional phase space R},. Each

point r(%,t) is completely defined by its coordinates, which are the angle v (defined
mod 27) and the “proper time” t.

Fixing the angle 1) we obtain the trajectories (b1-character1st1cs) of the Hamiltonian
system (4.2) in the phase space Rp o and, fixing the time ¢, we obtain the front Iy in
the phase space R, ;. The projections of the trajectories from R to the configuration
space (plane) R2 are the rays. The projection of the curve I'; from R}, to the config-
uration space (pla.ne) R2 are the fronts ;. Different points r(¢;,t) on I‘t can have the
same projection z = (1[)], t) on 7;, but now we distinguish them by different angles
¥j- '

Let us fix some small number 4, independent of p. According to [18] changing
both the angle ¢ and the time 7 € (t — 6, + &) on the cylinder S x (t — §,t + §) we
obtain the 2-D Lagrangian manifold (with the boundary) MZ = {p = P(¢,7),z =
X@,7)|Y € S,7 € (t —4,t + 6)}; the angle 9 from the unit circle S and the time ¢
from (t — é,t + &) € R are the coordinates on MZ, sometimes we shall use the notation
a = 7 — t instead of the time ¢t. Actually the manifold M? has the structure of a
cylindrical “band” (or closed strip) with the width 24, thus we call it a Lagrangian
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band; of course it depends on 4, we omit this dependence to simplify the notation.
The family of Lagrangian bands M? is invariant with respect to the phase flow Iy
generated by the system (4.2). This means that the point r(3;,7) from M,?O shifted
by the action of the flow g, gives again the point r(y;,7 +t) on Mfo +¢ but with the
shifted time 7+ ¢t. Due to definition the coordinate o does not change. That is why the
coordinate 7 (corresponding to t) is called the proper time. Sometimes it is possible
to choose ¢ arbitrary large, even infinity (e.g. in the case C' = const). But in many
situation the set {p = P(¢,7),z = X(¥,7)|¢ € S,7 € —oc} has the intersection points
(e.g. if the trajectories P(v,7),z = X (1, 7) belong to the Liouville tori), and this set
is not even a manifold. But for our purpose it is enough to work with the “Lagrangian
band” M? only. Along with the general properties of Lagrangian manifolds, the band
M has very useful additional ones. Let us present all of them for completeness.
Let us introduce the matrices ’

0P .
B=6(_t,’(21—)=(P’P¢)’ C

Each column-vector (;), (;’l’) and (}g) satisfies the variational system
¥

0X

= W = (X,X¢).

62 = Hypplp + Hpzdz, Op = —(MHeplp + Hyzdz) (5.1)

It is easy to check that these vectors are linearly independent and obviously that the
first two vectors are tangent to Mf

Lemma 1. (see e.g.[17, 18]) The following properties are true:
1)the rank of the matriz (g)
M} is 2.
2)!BC = *CB which means that M? is Lagrangian,
3)for any positive € the matriz C — ieB is not degenerate.

is equal to 2 which actually means that dimension of

PRroOOF. The first two propositions follow from the properties of the variational
system. They hold for ¢ = 0 because B = (-VC(0),n,),C = (C(0)n,0) where
n, =*(—siny,cosv). In this argument we use the definition of the trajectories (P, X),
namely the property Pli=o = n(#), X|t=0 = 0, n = ¥(cos ¢,sin%). Thus according to
the variational system (5.1) the vector columns (;) and ()1;:2) are linearly indepen-
dent for each t which gives 1). 2) Follows from a direct calculation: (!BC —tCB);; =0
fori=1,2 and

oC _ opl _ _alplC
t _t = ( _t = —lp|— -2 = _ =
("*BC - *CB)12 = ("BC — "CB)21 = —|p| 0 c - ) 0
since |p|C(x) is the Hamiltonian. To prove 3) assume that C — ieB is degenerate, then
there exists a 2-D vector £ # 0 such that C¢ = ieBf. Consider the (complex) scalar
product

0 = <& ({BC—"CB)E >e=< BE,CE >o — < CE, BE >¢
= (e <CECE >0 +% < BE,BE >0) = 0.

‘From this equation it follows that both B¢ = 0,C¢ = 0 which contradicts 1). O
The same considerations allow one to obtain a similar result.
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Lemma 2. The propositions of the previous Lemma concerning the matrices B,C are
true if one changes the matriz B by the matriz

B=(P-\P,Py),
where A = (Cz(0), n(y)).
Let us recall that the points z = X (¢F,t) = XF on M? where the Jacobian
J = detC = det(X,Xy) =0

are the focal points 1. Since the manifold M? is generated by the curves I'; as well
as by the trajectories (P, X) each focal point of one of these objects simultaneously is
a focal point for the other ones. Later we shall show that this definition of the focal
points coincides with the deﬁnltlon, based on the equality X, = 0, used in the previous

sections.
Let us fix a time ¢ and consider the smooth curve I'y = {p = P(¢,t), 2 = X (zp, t)}
on MZ € R}, (the “time cut” of M?). Then obviously the front v; = {z = )}

is nothing but the projection of I'; to R2. Hence the focal points on the front a.re also
the focal points of the manifold M2, and from this point of view the caustics of M7
are called space-time ones.

Lemma 3. The vector-functions X and Xy as well as vector-functions P and Xy, are
orthogonal: (X,Xy) = (P, Xy) = 0.

PROOF. According to system (4.2) the vectors P and X are parallel and it is enough
to prove the second equality. Let us differentiate (P, X,) along the trajectories of the
system (4.2). We have

FPXN) = (BXg)+ (P Xy)
= -IPICs Xy) + PP + ‘;C: F (PP (using 43)
= _|p|_6_’_0_ 2203(%;P2)+C|PIIP|_
- a|—+-2-é-3§932)+u’|———0

But X|t=0 = 0, thus (P, Xy)|¢=0 = 0 and Lemma is proved. (J

Corollary 1) The following equality is true J = det(X, Xy) = £[X] [Xyl|. 2) The point
X (4,t) on the front i, or the point r = (p P(y,t),z = X(¢,t)) on Ty € M is
a focal one if and only if J = det(X, Xy) =

According to the equality |X| = C(X) J = det(X,X¢) as well as the Jacobian in
some neighborhood of +; can be equal to zero if and only if Xy = 0. Thus the last
equation really determines the focal points from the point of view of the Lagrangian
manifold also.

Lemma 4. In the focal point z = =¥ = X (¢F,t) 1) (PF, PF) =0, but 2) Pf #0, 3)
Uﬂdet(XF PY v)» where as it was before Co = C(0) and Cr = C(XF).

1Note that using the Hamiltonian system we can change X by P in last formula as well as in many
formulas containing X.



PROOF According to the conservation law (4.3) (P, Py)(¢F,t) =
<V(67(QEF) Xy)(WF,t) = 0. To prove the second inequality one can mention that

the vector-function (Py,Xy)? satisfies the linear (variational) system with non-zero
initial condition. Thus both components of the solution cannot be equal to zero.
To prove 3) we write ‘é—‘t’],/)___wF = [det(X,Xy) + det(X, Xy)]yp=yr = using 4.3 =

. 2 X) CZ(X :
det(X, P < VEEL Xy >)lyoyr+det(X, (RSB, e = EXdet(X, Py)lyye. O

Corollary. In the focal point 1) & g:det (X, Py) = +| SEX| |Py|(yF, 1)

2) during the passage through the focal point the Jacobian J changes its sign from to
+ if det(X, Py)ly=yr > 0 and from + to - if det(X, Py)ly=yr < 0; 38) There exists
ter such that J(,t) > 0 for 0 < t < ter.

PROOF. To prove 3) it is enough to note that det(X,Py)l=0 =
C(0)det(n(¥),n($) ) = C(0). O

5.2 The Maslov and Morse indices.

As we said before the front +; as well as the curve I'; is partitioned into arcs with
the focal points at their ends and it is formed by the ends of trajectories having the
same topological structure. This means that they have similar crossing (on M2 ) with
the focal points and the same topological characteristic, i.e. the Maslov index. But
the Maslov index coincides with the Morse index for the considered situation (see
subsection (4.3.1)). Let us prove this proposition.

Let us remind some necessary definitions and constructions. It is needless to
say that there exist several definitions of the Maslov index. ‘;I‘he or1g1na.}9 definition
[16 ] is based on calculation of inertia indices of the matrices a—g%l 3—((21—::,"2’%| M2

zi,;: | M ete. It is not very convenient in practical calculation. Thus we want to
present below a definition[17, 26, 28] which, from our point of view, is more pragmatic
for computer calculations. We already pointed out that the Maslov index of the points
on x € 7 is the index of the nonsingular point r(¢,t) = (P(¢,t),X(¢,t)) on the
Lagrangian band M?. According to the procedure from [18, 26, 28] one needs to fix
the index m® in some marked nonsingular point p = P(t0,(),z = X(1o,¢) on M§
and then to find the change of the argument of the determinant of the 2 x 2 matrix
ch? = = (C—ieB) = (X — ieP, Xy — iePy) along one of the paths described below
joining the marked pomt p = P(,(), = = X(3p,{) with the given nonsingular

point p = P(¢,t),z = X (%, t), more precisely

1. A . t
m(¥,t) = m(Yo,to) + Am, Am= 7 e, Arg det (X — ieP, Xy — iePy) (¢, t)mm%‘
(5.2)

From the definition (5.2) it follows the fact that we used before: the index can change
(jump) only crossing a focal point. In fact, if the point (4,ty) is a regular point then
det(X, X,) is different from zero so the increment of the argument of the determinant
goes to zero when ¢ goes to zero, otherwise, if the determinant of (X, Xy) = 0, as it
happens in a focal point, then the increment of the determinant in (5.2) is different
- from zero when € goes to zero. We know (see Corollary from Lemma 4) that the
Jacobian J = detC(y, () > 0 for small enough positive {. Thus all the points on the
front v, are nonsingular. So we choose one of the point (P(to,(), X (%0,¢)) and put
the Maslov index m(tg,{) = 0. It is possible (and natural) to use one of the following
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paths. 1) To move first along the trajectory P(vy,7), X (%o, 7) starting from 7 = ¢
until 7 = ¢, then to move from the point P (o, t), X (¢o,t) along the curve I'; to the
point P(%,t), X(¢,t) changing the angle ¢». As we will see below this choice is not
very convenient from the point of view of computer realization. The choice 2) is to
move first from the point with the angle ¥p to the point with the angle v along the
curve I'¢, and then to move along the trajectory with the angle 9, changing time from
¢ tot.

It could happen that during the motion along some closed path on M? one can

get nontrivial increments of the argument of the determinant of the matrix c&m =
(C — ieB) = (X — ieP, Xy — icPy) and nontrivial Maslov index of this closed path.
The following lemma shows that it is not so.

Lemma 5. ’.ljhe' increment of argument of the determinant of the matriz CE,“) =
(C - ieB) = (X —1ieP, Xy — iaP¢) along any closed path on M} is equal to zero. Thus
the Maslov index of any closed path on M? is also equal to zero.

PRrROOF First let us show that Lemma is true for ¢ = 0. Obviously all closed paths
on M02 are homotopic one to another. Let us choose as a path the curve I'¢, § > { > 0.
According to Corollary from Lemma 4 the Jacobian J = detC(¢,¢) > 0 for ¢ small
enough. Thus the increment of the argument of the determinant of the matrix C — ieB
over I'¢ is zero and Maslov index of this path is also zero. Hence, according to the
topological property of Maslov index, it is equal to zero for any other closed path on
M§g. Any path on M2 can be obtained from some path from MZ by means of the
canonical transformation (the flow) g%,. But this transformation preserves the Maslov
index of a closed path. I

Taking into account this Lemma, choosing the second way for the calculation of the
Maslov index and putting m (o, () = 0 for some small positive { < § and some fixed
fixed 19, (and hence for any v) we can write for the index m(v,t):

1 .. > sy .
m(Y;t) = Am, Am= . el—lgrlo Argdet(X — ieP, Xy, — iePy) (¢, t)|$:2 (5.3)

The Corollary of Lemma 3 allows us (in the considered problem) to simplify the defi-
nition (5.2). Let us analyze the determinant

det(X — ieP, Xy — iePy) (t,%)
= det(X,Xy) — iedet(X,Py) — iedet(P, Xy) — e2det (P, Py). (5.4)

Since det(X,Py) is not equal to zero and the term det(P,Xy) = 0 in the focal
point, then the third term of equation (5.4) can be omitted. Similarly taking into
account the fact that the jump of the index is an integer number it easy to show that
the term e2det (P, P,,,) does not play any role in the calculation of Am and also can
be omitted. Thus instead of the determinant det(X — ieP, Xy — iePy)(t, %) we can use
the determinant det(X, Xy — iePy ) (¢, t).

Thus one needs to found the jumps of m during the crossing of the focal points and
find
A 1 i = .
Am = - lim Argdet(X,Xy —iePy) (¢, 7)| Tt ToE (5.5)

T e—+0 T=ty—At’

where At > 0 is small enough, and ¢, is the time at which the trajectory crosses the
focal point (with coordinates 1, ty)with the angle 1. There may exist several such ¢y,

138



but all of them, according to the point 1 of the Corollary of Lemma 3, are isolated
with respect to ¢t. In fact the derivative of the Jacobian is different from 0 in a focal
point so the Jacobian has an isolated zero and so those zeros cannot accumulate in one
point. Now we use again this Corollary. Obviously we can change T with ¢t¥ in the
right hand side of (5.5). But the term det(X, Py) (¥, t%) characterizes the increasing
or decreasing of the first term. Hence if det (X, Py)(%F,tF) < 0, then the argument of
the complex vector in (5.5) changes on the upper half plane from O(e) to w4+ O(e) and
Am = 1. If det (X, Py)(%F,tF) > 0 then the argument of the vector in (5.5) changes
from 7+ O(g) to 2m +O(e) and again Am = 1. Thus we obtain the following important
result.

Lemma 6. The Maslov index m(v,t) of any nonsingular point (p = P(y,t),z =
X(¥,t)) € Ty with the projection x = X(1,t) on the front is equal to number of focal
points lying on the trajectory P(,¢), X(¥,¢),¢ € (+0,t), i.e. it coincides with the
Morse index of this trajectory.

5.3 The behavior of the front near the focal points.

For the future developments it is useful to have the description of the wave front ; in
a neighborhood of the focal points. The focal points which are ends of arcs 4] of the
wavefront belong to the caustics, a well known concept in geometrical optics and in
the space-time wave theory. It is an important fact that in our problem the caustics
do not depend on the time because the family of manifolds (bands) M2 is invariant
with respect to the phase shift g5,. One may distinguish two types of sets organized
"by the focal points with stable and unstable structures with respect to small changes
of the Lagrangian manifold M? (or of the functions X (¢, t), P(%,t)). The first type is
under the so-called “general position”, there exist only a finite numbers of them and
in the considered 2-D situation namely there are only two types: the so-called fold and
cusp(25]. Sometimes there exist also different focal sets with unstable structure. For
instance the circle I'y = p = n(¢)),z = 0 on Mg, has the point z = 0 as the projection
T'o from M2 (or R%,) to R2. Rotating a little the coordinate system in R, one can
obtain a small ellipse on R2 instead of the point z = 0. We show below that namely
this “unstable singular” circle determines the localized functions in the asymptotic
constructions. ,

Taking into account the smoothness of the vector-functions X (1,¢) one can easily
describe the behavior of the wavefront near the focal points. Namely let us fix the
time ¢ and let ¥F = ¢F(t) define the angle (coordinate on I';) of the focal point
XF = X(¢F,t). Weput y = Ay = ¢ — . Let n > 2 be the minimum degree of
the Taylor expansion of the function X around ) with increment y. We say that the
focal point X¥ is not completely degenerate if n # co. From the point of view of this
definition the point p = Py = n(¢),z = X, = 0 is a complete degenerate one.

Shifting the origin into the focal point and rotating the coordinates we can “kill”
the second component of the n—th derivative vector Xfpn) (¥F (t),t) and write ) =
ay™ + O(y™*1), o = by* + O(y**!). Here a # 0, b # 0 are Taylor coefficients, the
integer k > n and the prime indicates the new coordinates; actually a and b depend
on the time ¢, but now for us it is not important. It is clear that the previous Lemmas
are true also in the new coordinates.

Lemma 7. In the non degenerate case only one opportunity is possible: k =n + 1.
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PrOOF. In new coordinates

X' = ay" + O(yn+1)) X' = any”_l + O(y")
byk +O(y*tY) )0 YT \bkyF~l + O(y*) )
Since the vector P’ is orthogonal to X,’/, everywhere, and, according to the conservation
of the Hamiltonian H, P’ # 0, then we can write

g (PR O | = o Ok =y + O(yF ™)
P = ( an + ay + O(y?) and  Fy=q a+0(y) ’

where the factor g(t) # 0, ga(t) is proportional to the Taylor coefficient just after qa(t).
Taking into account the point 1) of Lemma 4 we immediately find a(t) = 0. But from
this it follows that if n,k # oo and k > n + 1 then in the focal point Pw = 0 which
contradicts the point 2) of Lemma 4. [.

Corollary. Let n # oo then in the neighborhood of the focal point xz = X F in new
coordinates
x' = (" + O(y"“)) X, = y™ 1+ O(y™)
byttt +0(y™t?) )’ b(n + l)y +0(y™))’

, ~b(n + 1)y + O(?)) , -b(n+1)+0
P = q ( (nan _{_)yo(y2)(y ) ) , P'dl =gq ( O()y) (y))> , (56)

and

det(X, Xy) = "H (X" 400",  det(X,Py) = |qlb(@+1)Cr+0(y), (5.7)
where it was before Cr = C(XT). The last two equalities do not depend on the choice
of the coordinates.

Thus in agreement with the Lemma 3 the determinant det(X, Py) does not change
its sign in a neighborhood of a non degenerate focal point.

Finally in the non completely degenerate case, in a neighborhood of the focal point,
we have X; = ay” + O@y™*), X = by™*1 + O(y™*?), P = —gb(n+ 1)y + O(y?),

gan + O(y?).

‘ Omitting the higher corrections we find the equatlon for the part of the front +; in
a neighborhood of the focal point z¥: z} = ay™, z, = by™*1. The sign of ab for odd n
and the sign of a for even n defines the direction of the passage from higher to lower
leaves for odd n and from left to right leaves for even n. Let us note also that in the
general case n is equal to 2 or 3 only [25].

It is convenient to express the coefficients a,b,q via P, X and their derivatives in
the focal point ¢ (t). Putting in formulas (5.6) y = 0 we find

P =0, P; = qgan, Ply = ~bg(n+1), for ¢ = (1),
and
Xi(n) 19"X, _ 1’b.X'(n) _ % (n — 1)! or = ¢F(t)
T m-Din+ B’ 177 ™ R

a=

The directions of the vectors P and X coincide in the focal points. Thus we see that

the coordinates with index “prime” could be chosen to be the coordinates introduced

in (411). This gives: Py = |PF| = £, P = (k,,P}) = —det(XF,P})/Cr =

—Jr/Cr, X{™ = (ly, X®WF) = — det(XF, XMF)/Cp = —J™/Cp  and
g nJpJ® Co(n — 1)!

a= ——— =—.—__.__ -

niCr’ (+DICrGy’ 17T g (5.8)
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5.4 The jumps of the Maslov index along the front.

Let us find the jumps Am of the Maslov index during the passage through the focal
points along the front. We fix the time ¢ > 0 and consider the path to cross non
degenerate focal points (studied above) starting from the angle 1y — ¢ and ending at
the angle g + 4.

Lemma 8. The following equalities are true : for odd n Am = 0, for even n and
sign(JFng)) =+1 Am = +1.

PROOF. Similarly to the proof of Lemma 4, taking into account the inequality
det(X,Py) # 0 instead of (5.2) we can write:

Am = %ehm Argdet(X, Xy —iePy) (¢, t)|$gfg’: = (5.9)
1 —
= lim Arg[-qanC(X")y"™! + O(y") — ie(*C(X"b(m + 1) + OWNIFZL, = (5.10)
..]; 3 D= qb(n + 1) y__5
5 lim Arg [y —ie(F= I (5.11)

We see now that the complex vector-function —y~! — ie(%2*L)) Jies in one half plane
for even values of n for each y and in one quadrant for odd values of n. So for n even
one has Am = —1 if gab > 0 and Am = 1 if gab < 0 while for n odd Am = 0. To
finish the proof it is enough to take into account formulas (5.8). O

Coming back to the original variables we can make the following conclusion.

Lemma 9. During the motion along the front ~:

1) the Maslov index does not change if the path does not cross the focal points or
if the Jacobian J = det (X, Xy) does not change the sign after the passage through the
focal point;

2)let the Jacobian J = det (X, Xy) change sign after the passage through the focal
point then Am =1 if the signs of J = det (X, Xy) and J = det (X, Py) coincide in the
end of the path and Am = —1 if the signs of J = det (X, Xy) and J = det (X,Py) are
different.

5.5 Canonical planes in the phase space, nonsmgular and
singular maps.

To construct the asymptotic solution of problem (1.1), (1.2) in the neighborhood of
the focal points we need some additional constructions, related with the fronts, maps
covering Lagrangian bands M7, indices of these maps etc. Let us describe also them
briefly, using the notations introduced in [28].

The 2-D planes with the focal coordinates z(12) = (z1, z3), 219 = (z1,pp), @2 =
(p1,22), (%9 = (py, p;) in the phase space R} , are called symplectic canonical planes.
It is convenient to introduce the multi-indices I = (1,2) corresponding to the canonical
pla'ne (.’1:1,2:2), I= (1?0) to (-74'1;172)) I= (01 2) to (Pl,m'z)’ I= (0’0) to (pl’p2)' 2 We
denote also p(1’2) = (plyp2)’ p(l,O) = (p17"x2)> p(0’2) = ("xl)p?)a p(0,0) = (“ml’_x'.’)‘
We call I the index of singularity. It is convenient to mark the canonical plane by the
corresponding index I and write R3.

2These multi-indices indicate the replacement of the coordinate ; corresponding to the zero entry of the
pair (a1, az) by the momentum p; (with the same number j).



Accordmg to a general property of Lagrangian manifolds one can cover M; 2 by the
maps {1 I with the numbers J such that there exists a one-to-one map from Q; L to
its prOJectlon to the canonical plane R2 This means the following. Along w1th the
matrices B2 = B, ¢(12) =C it is convement to introduce the matrices

8xX, _ox P, 8
BOD(y, 7) = (a}?’t‘ a;@l>,c(°’2)(¢,f)=<5‘3? )
) (5.12)
4
0xX BX

B©0) C= ¢ c(00 B o 5.1
(W, 7) =~ (_&z 9 ) (W, 1) = —('ao’}“:l %T}) (5.13)

The matrices C! give the Jacobians JZ(¢,7) = det C!. Then in each map Q; ¥ (r) Jhi #

0. The maps with the indices I; = (1 2) are nonsingular ones, all others a.re smgula,r
ones with the focal coordinates z¥s. Note that for practical applications sometzmes it
is useful to choose some rotated coordinates (1, x5) and (p},p,) in some maps Qj’. It
is important to remember, that the Jacobians J = J(12) gnd JOO) gre invariant with
respect to rotations, but the Jacobians J(©2), J1.0) gre not. Actually i in the considered
problem the maps with index I = (0,0) are not needed.
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Lemma 10. For any timet there ezists a finite covering of the neighborhood of T'y from

Lagrangian manifold M? by the maps Q; I3 with the indices I; =(1,2), ; = (1,0), I; =
0,2

PROOF. It is enough to prove that at least one of the Jacobians J(©2) or J(1.0) ig
not equal to zero in each focal point. Assume that both J(®2) =0 and J(® = ( in the
point 97, tF. Since Xy = 0 in the focal point, this means that X1 Pay = X2Ppy = 0
and det(X, P,)=0. But according to Lemmas 2,3 the vector Py # 0 in the focal point
and Py is orthogonal to X, which is nonzero everywhere. This contradiction proves
this lemma. O

5.6 The Maslov index of a singular map.

The last object we need is the Maslov index of chains of maps {Q[j (t)} To find it one
has to fix some nonsingular point r(s), ) in the corresponding map Q; I3 and construct
one of the following matrices C(l 0) C(O ?) with the elements of the matrices B, C defined
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in (5.1):
Ci1) —1eBy; Ci9 —ieB
L2 _p .= (11 1 G2 12
c €-ieB <C21 —ieBy Ca2— isBzz)
Cgl’O) —
Ci1 —ieBn1 Ci2 — ieBy2
(Co1 — i€Ba1) cos ) + (Boy + 1€Co1) sinn  (Cog — i€Bag) cos N + (Bag + ieCq2) siny
C£0,2) =
(C11 — ieBy1) cosn + (Byy +ieCyy)sinn  (Crp — ieBi2) cosn + (Biz + ieCia) sing
Coy — ieBy; Cop — ieBao
C(0,0) _
(00) —

(C11 — 1€B11) cosn + (B + ieCyy)siny  (Ci2 — ieBig) cosn + (B2 + ieCyz) sinn
(Co1 — ieBa1) cosn + (Bay + i€Ca1)sinn  (Cap — ieBag) cosn + (Bag + i€Ca2)sinn )

These matrices are not degenerate, for any n € [0,7/2] and for any positive ¢, in the
maps with indexes (1,0), (0,2) and (0,0) respectively 3. Obviously Cl|,=0 = c? =
C—ieB and Cf|,=0 = C? —ieB!. These matrices determine a continuous non degenerate
transition from the matrix C*? to the matrix C1? — ieB(1). The corresponding
determinants .119"” = det c£1’°) or J&"’” = det Céo’z) are not equal to zero. Let m(t), 7)
be the Maslov index of the point r(t, 7). Then the index m(QJI.j ) of the map QJI-j is

m(@)) = m{$,7) + 1 lim AreBt1. (519
This definition does not depend mod 4 on the choice of the point (1, %) in a given
map. The calculation of the index m(Qﬁ”) could be technically. complicated even in
quite simple situations. But taking into account the fact that we can restrict ourselves
to maps with I = (1,0) and I = (0,2) it is possible to simplify the application of this
formula.

Lemma 11. One can always find a nonsingular point r(d,'F) in the map Q]I-j with
I; = (1,0) or (0,2) such that the sign of the Jacobian J(3,T) coincides with the sign
of the Jacobian J% (4, ) in this map. Then the second term in (5.14) is equal to zero
and

m(©}’) = m(9, 7).

Since the sign of the Jacobian J% does not depend on the point in the QJI-’, then one
can evaluate it in any point, for instance in a focal one. »

PROOF. It is obvious that the second term in (5.14) can be equal to 0,1 or —1
only. Consider for ¢ the Jacobian J{. A simple calculation gives JI = Jcosn+ JLsinn.
In the interval [0, 7/2] this function has no zero if J and J? have the same signs and
one zero in the opposite situation. Hence including the parameter ¢ gives only the
rule of bypass of the zero point on the complex plane. It is not necessary to use this
rule in the case when JJ! > 0. Thus one obtains lim._,+o Arg.lgng/ 2 = 0 if a point
r(1),7) is chosen in the way prescribed in the Lemma. From the other side, according
to Lemma, 3 and its Corollary, the existence of the focal point in any focal map means

(0,0)
&

3The objects with singular index (0,0) are not needed in the considered problem we present C for

completeness.



the existence of nonsingular points with positive and negative signs of the Jacobian J.

O

Corollary. The index m(QJI»’ (t)) of the singular map Q;" coincides with the indez of

any nonsingular point m(3,t) on the front T'y where the Jacobians J and JG have the
same sign.

5.7 Germs of Lagrangian manifolds and their properties.

One can meet in many asymptotical problems having fast oscillating solution the ge-
ometrical objects described above . We see that the solution of the problem under
consideration decays quite rapidly outside of some neighborhood of the front ;. This
gives the opportunity to use the ideas of the boundary layer expansions [31] and the
“complex germ theory” [19]. Their geometrical realizations can be accomplished in
strip (germ) by linearizing the Lagrangian manifold M? near the curve I';.

Definition 1. For each fized t we call the linear germ corresponding to the manifold
MT a vector fiber bundle in the phase space with base coinciding with the front I'y =
(x = X(¢,t),p = P(¥,t)) and fibers generated by the vectors X, P.

Denote o € R the coordinate on the bundle (which is the linear analogue of the
proper time 7), then we can define a family of manifolds A? as a strip in a neighborhood
of the front I'; in the phase space Rj ,

Ag ={p=P(,t,a) = P(¢,t) + P(w’ tha, =Xt a)= X(ll)»t) + X(‘»ba t)a},
(5.15)
where ¢ € §1 = [0,27], |a| < ap are the coordinates in A?. M? can be approximated
by A?, the parameter a is used for linearizing the functions X (¥, t+ ), P(4,t + a). o
defines a shift of the time near the front I';. Taking into account these facts it is easy
to prove the following proposition.

Lemma 12. 1) With an error of the order O(a®) the manifold A? is obtained from
A2 by means of a shift of time t along the trajectories of the phase flow with the
Hamiltam’an H = H|p|C(z). 2) For the matrices B(y,t,0) = _(@13_)_, Cy,t,a) =

a
W_T the following equalities are true B B+0(a),C=C+0(a); *CB =*BC+0(a),
where as before B = 3—-%, C= W The last equality means that the manifold

(band) A? is (almost) Lagrangian mod O(a), the statement 1) means that it is (almost)
invariant mod O(a).

PROOF. Consider the Hamilton equations £ = Hp,,p = —H,. We expand the
derivatives of the Hamiltonian H around the point X (¢,t), P(¥,t) and use the varia-
tional system for the evolution of (z,p). This gives

X +aX - (Mp(X(,t), P($, 1)) + HppaP + HpzaX) = O(a?)
P+ aP + Hy(X (3, t), P(%,1)) + HapaP + HezaX = O(a?)

and we get the result. O

Since the germ A? is an approximation of M2, almost all the previous propositions,
geometrical deﬁnltlons and constructions (like Maslov and Morse index) related to the
band M2 are true for the band (germ) A?. From the other side obviously one does not
need any additional objects besides the family of curves (fronts in the phase space)
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I't to construct both the Lagrangian bands M7 and their germs A2, It also follows
from formulas (4.4),(4.7),(4.14) that the leading term of the solution 7 is based only on
these objects. Nevertheless the proof of (4.4),(4.7),(4.14) needs something more, and
it seems that sometimes, for technical reasons, instead of the germ A?, it is convenient
to consider also another germ (fiberbundle) namely

A? = {p=P(¥,t,0) = P, ) +(P(,t)-A¥)P) e, X(%,t, ) = X(9,t)+X (¥, t)a}

(5.16)
where (see Lemma 2) A= ( ( ),n(y)). This germ is also associated to the matrices

B(zp,t a) = aw Bad) Cw,t, a) = C(¥, t,a) = —a—@- But now B = B + O(a), where

B = (P — AP, P,). After these considerations it is possible to prove the following
statement.

Lemma 13. All previous proposition concerning the germ A? and matrices B,C are
true for the germ A2 and matrices B,C.

6 Geometrical asymptotic solution and the
Maslov canonical operator.

The central mathematical result of our paper is the observation that the asymptotic

solution of the problem (1.1) can be represented as an integral over dp of the canonical

Maslov operator K kg with “semiclassical” parameter h = u/p, defined on the appro-
t

priate family of Lagrangian manifolds A, and acting on the function V (3.16) defining
the initial localized perturbation. In some neighborhood of the front line +; the final
formula has the form:

n=Re{(y/ 5> [ K (VAT on))do) + ol (6.1)

and 7 = o(u) outside of this neighborhood. The initial data (3.16), the representation
of the asymptotic solution (4.4),(4.7) out of the neighborhood of the focal points as
well as the future representation of the solution in a neighborhood of the focal points
is only a realization of (6.1) in the corresponding domain of R2. As we said before
the integral over parameter p in (6.1) plays a very important role: it implies the
decay of the function 7 outside a neighborhood of the front and in turn allows one to
simplify the objects and formulas appearing in the construction of the Maslov canonical
operator. This simplification is based on the mentioned ideas of the “complex germ
theory” [17, 19], but in a simpler “boundary layer” version. As we said before from
the geometrical point of view it means that we can use the germs A? or A? instead of
the Lagrangian band M? in (6.1). In next subsections we shall describe the functions
and other objects determining the operator K x?

6.1 The functions on Lagrangian bands M?.

a.The action-function. The Lagrangian property allows one to define on the family
M2, a function s(3, ¢, @) satisfying the equation ds = (P,dX )| M2

Lemma 14. The phase s(y,T) on M? is equal to Coa.
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PRrOOF. First let us find s on MZ. Then the coordinate « is the proper time: 7 = o.
But in this case we have

) 0n (1)
/ (Pax)= [ (P,X)dt+ / (P, Xy )do.
©0) ©00) 07)

The second term in the last expression is equal to zero according to Lemma 3. Changing
X by the right hand side from system (4.2) and using the integral of motion (4.3),
we find (using the proper time 7) s(¥,7) = Cor = Coa. According to [16, 18, 28]
to construct the action on the band M? one has to add f(f Ldt to Cpa, where the
Lagrangian £ = (p,H) — H. But for the wave equation £ = 0, which gives the
Lemma.O

The phase s is used for defining the phases associated with the projection in the
singular maps QJI :

s (3, 1) = Cor — Po(0, )Xo (¥, 7), 80P (,7) = Cor — PL (¢, 7) X1 (¥, 7).

b.The projection of the source function on the Lagrangian bands. The
initial source function V(y) defines on M the function (more precisely the family of
functions depending on parameter p € (0, 00))

fp, ) = AV (pn(y)). (6.2)

We need also the smooth cut off function eg(a), ep(e) = 1 for |@] < ag, and
eo(a) = 0 for |a| > 2ap where o is some small enough positive number. The product
f(p,¥)eo(e) defines a finite function on the band M2. We continue it on all the family
M}? assuming that it does not depend on time t.

c. Functions in the maps Qg . In each map Q3’ the Jacobians J! are not equal to
zero. This means that one can construct the smooth solutions (] (z'), /(') € Q%
of the system of equations

Xy, 1) = 2L (6.3)
Let us emphasize that there could exist several angles z[z} (z!) corresponding to one

vector z!. Although the manifold M7 is invariant with respect to the shift gt it does
not mean that there is no dynamics on M2. It only means that turning on the time

dependence we transform the objects related to M7 in a special way. Namely let us -

use from the beginning the coordinate o instead of the proper time 7. We have already
mentioned that the points r(y, ) € M2 after the action of the transformation g4, pass
to the points r(3, @) € M? with shifted coordinate 7 = a +t, but with the same angle
9. Thus the equations (6.3) are changed by the equations

X (p,a+t) =2 (6.4)
The following trivial proposition is very useful.

Lemma 15. Let v;(z?), 7j(z’) be the solution of the equations (6.3) in the map QJI-j (t)
and let the point r(v, o +t) € M} with coordinates v, + t belong to the same map
Q;Tj . Then the angle component v; of the solution of the equation (6.4) does not depend
on t: ;= P;(z’i) and a; = a;j(zh,t) is

¥i(xl, 1) = (), aj(zh,t) = ri(a) - ¢, (6.5)
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PROOF is obvious . :

Using (6.4) and (6.5) we can rewrite the action-functions and the Jacobians in the
coordinates /. The action functions on M2 have different behavior with respect to the
shift gf,. Namely the function s = ¢, and the functions f,e are constant, this means
that for each ¢ in the coordinates v, a they have the same form. On the contrary the
functions s’ and all the Jacobians 4 J! take the forms:

s, a,t) = Coa — Pa(y, @ + )Xo (9, @ + £),
502 (y, o + t) = Coa — Py (¢, o + t) X1 (¥, o + t), (6.6)

J' = J (4, a +1). (6.7)

Now in the maps {QJI’ (t)} we want to pass from the coordinates 1, & to the coordinates
zi. This gives us the actions, Jacobians etc. in the coordinates z%i:

SJ(-1’2) (x1,z2) = 7(z1, 22) — Cot,
5549 (21, p2) = 7(21, p2) — P2Xa(¥5 (21, p2), i (21, P2)) — Cot,
S (p1, 22) = 74(p1, z2) — P1 X103 (P1, ©2), 7 (91, 22)) — Cit,
J{ (@) = T ("), 73("),
e’ = e(r;(zh) - t). (6.8)

Let us emphasize that the complicated notations only reflect the situation: each map
has it own number j and index of singularity I;.

Finally we need to introduce the partition of unity with the maps QJI.j (t) covering I';:
the set of smooth functions e; (1, t) associated with the covering {Q;’ (t)}: suppe;j(¥) €

0} (1), Ty e5(8) = 1.

6.2 The generalized time-dependent Maslov canonical
operator on the manifold M?2.

Now everything is ready to determine the Maslov canonical operator K 1'\‘4?, acting

on the function f(p,v)e(a), which is constant on the trajectories of the system (4.2)
and depending on the parameter h > 0. It means that this function is the same in
all points P(¢,t + a), X(¢,t + a). Let {Q§Ij )} be a covering of the curve I';. Let us
divide the set of indices {;j} into three parts {j(1,2),j(1,0),j(0,2)} corresponding to

4To simplify notation we do not introduce a new symbol for time-shifted Jacobian.



the maps with indices of singularity (1,2),(1,0) and (0,2) respectively. We put

\If(p, L1y T2 t) = K?/[tz (fe)

)(.’E]_ 1321t)

= Z e“%m(wa‘(zhmz)) XP Fo, )
J€i(1,2) 55 2y, 2)|

X€; () ly=y; (z1,22) (75 (%1, T2, ) — )
i(S§"°’ (21,2,t)+z2p2)

£ Y e Emel) / 0 ex 3 f(o,%)
Jei1,0) v 27{ \/U}l’o) (z1,p2)|

X €5 () ly=y; (z1,p2)€(75 (%1, P2, t) — t)dp2
i85 (p1,2a,t) +e1p1)

+o0
+ (@) i : £(p, %)
2 vl VI oy, 2)]

7€5(0,2)
Xej (d’) |w=¢j (p;,zz)e(Tj (p11 T2, t) - t)dpl (6'9)

where 8] and J/ are defined in (6.8). Now we can construct the asymptotic solution
n to the problem (1.1). We put in the last formula h = pu/p.

Theorem 4. 1) For any T independent of p =1/L, the solution n to the problem (1.1)
in the interval t € [0,T) has the form:

. _ pCop (_im [
N =1as+0(K); Tas = E—Re(e 4 A \I’(p,X1,X2))dp. (6.10)

This asymptotzc, apart from terms of the order O(u), does not depend on the choice of
the covering {€1; ’}, and functions ej e.

2) For each tzme t € [0, T] the function n is localized in a neighborhood of the front:
the function n is equal o(u) outside some neighborhood of the front ;.

SKETCH OF PROOF. Using the results [16, 17, 28, 15] one can show that the
function (6.9) is a leading term of some asymptotic solution ¥* modO(h¥) to the
original equation (1.1), where k is an arbitrary large but fixed integer number. We
introduce the smooth cut off function g(y): g(y) = 0 for y < 1/2 and g(y) = 1 for
y > 1. Multiplying ¥* by g(p/u) and integrating the product by dp we obtain that the
result is an asymptotic solution of (1.1) modO(u?). Then as in [15] we show that the
contribution of the term fo (1—g(p/ 1)) ¥¥|:=odp to the solution (1.1) is o(), and hence
the function 7,5 from (6.10) is a leading term of some asymptotic solution of (1.1). Now
we need to check the conditions (1.2). But it is better to do after a simplification of
the function (6.10) and we shall do it in the next subsection.

6.3 The germ A? of the mamfold M? and the simplification
of the asymptotic.

Since the function 6.10 decays quite rapidly when the point z goes away from the
front, it is possible to change the functions $%, |J 7 in a neighborhood of the front by
their Taylor expansions. The nice fact is that one does not change the accuracy O(u)
in formula 6.10 using only the zero order , first order terms and sometimes second
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order terms of the Taylor expansions of the phases, and zero order terms in the other
functions. All these expansions are expressed via the vector functions (P (¢, t), X (¢,t))
and matrices B(¢,t),C(¢,t).

We need the Taylor expansion in the following form. Let the equations (y1,y2) =
(Y1(¥),Y1(¢)) determine a smooth curve T in some domain in RZ and ®(y1,y2) be
a smooth function in some neighborhood D of T. Let g(%)) be the smooth family of
nonzero vectors with components (g1, gz) transversal to the curve T.

This means that the vectors g(1) and Yy (¢) are not parallel. The parameter 1) on
T and the family of vectors q(¢) define the curvilinear system in some neighborhood of
T: each point y in this neighborhood can be characterized by two values: 1(y) and the

length (with the sign) z = (y =Y (¥(y)), ¢(¥(¥)))/(a(¥(y)))? of the vector y —Y ((y)).
To find the value of ¥(y) one has to solve the equation

Yy =Y(®),q.(¥)) = (11 - N1(¥))2(¥) = (v2 - Ya(¥))ar () = 0. (6.11)

Lemma 16. The following expansion is valid:

od 1 0%® 3
®(y) = <I>(Y)+<;9§(Y), (y—Y))+§((y—Y), W(Y)(U_Y))IY=Y(¢(1J))+O((y—Y(¢(y))) )

(6.12)

PROOF follows from the 1-D Taylor expansion of the function ®(Y +gz) with respect
to variable z 0.

Now we want to apply this lemma to the phases S;" and Jacobians JJ.Ij in (6.8) and
(6.10). The variable y are z/, the curve T = {z! = X (%), 1)}, thus the solution ¢ will
depend also on time t. We need the first and second derivatives of S in the points
z! = X1(3,t). From the general theory of Hamilton-Jacobi equation [16, 18] it follows

Y3 5287 . I
G = P00, g = (et = B W),

where the matrices B!,C! are defined in (.5.13). Now let us choose the vector q as
following. In the case I = (1,2) ¢ = X(¢,t) = (Xy)L, then equation (6.11) is
equation. (6.4). In the case I = (0,2) ¢ =?*(0,1), then equation (6.11) is

Py(4,t) = pr. (6.13)
In the case I = (1,0) ¢ =?*(1,0), then Eq.(6.11) is
Py(4,t) = pa. (6.14)

We denote 17 (214, t) the solution of these equations in the map with the number j. °
Then after some algebra we obtain the following formulas in the maps with numbers j

7 (! t) = {87 (1,1) + O — X5 (,£))*Hymys (2>
TP (2,8 = {T] (4, t) + Ol — X5 (9, 1)) Hopmpi (2.0 (6.15)

5These solutions are different from the solutions ;(z4) of equation (6.5), we use almost the same symbol
to simplify the notation.



here
S = (P2 - X0.0) - 5 PW1), ColXW )}z — X, 0,
TP = det(X, Xy)(w,) (6:16)
80A(,t) = —Pi(y,)X1(%,t) + Po(th, ) (@2 — Xa(th,1))
’ 1 - 9 P1P2¢ - P2P1¢
| +2(932 X2(%,1)) P1X2¢ _ X—pr’
JOD(p,t) = detCOD(,t) = (P1Xay — XoPry) (¥, 1) (6.17)
SO (y,t) = —Py(wh, ) X9, t) + Py(¥,t)(z1 — X1(1, 1))
1, 2 PLPy — ByPyy
+5 (21 = X1(,1)) X1 Poy — BoXiy
TEOw,t) = detCO (1) = (X1Poy — PoXiy) (8, 2), ) (6.18)

Remark 1. It is important that the last formulas do not depend on the choice of the
vector ¢ with the same accuracy they are valid.

Theorem 5. The proposition of Theorem 1 is valid if one changes in the formu-
las (6.9),(6.10) S by S, Jf7, by T}, wi(a) by vi(ali,1), e(r;(@h,t) —t) by
e(|zli — X1 (I (z%,t)|). 2) In the singular maps in formulas (6.9) one can change
the integration over p; € (—o0,00) by the integration over the angle v € QJI.j, putting
p; = Pj(¥,t) and dp; = %%(w,t)dz/) adjusting the limits in the integral with these
change.

THE IDEA OF PROOF. The proof in regular maps is no more but the Taylor
expansion of regular components in (6.9), (6.10) with respect to distance from ~;. The
proof in the focal maps is based on the Taylor expansions but also on the estimate of
some rapidly oscillating integrals.

Theorems 1-3 and the examination of the initial data are no more but the realization
of the last theorem in different maps. We have no space to explain all details (similar
to [15, 30])and we will present them in another paper.
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