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Abstract

Wagner [W] proved that in generic structures forking independence and in-
dependence defined by dimension function are essentially the same. He proved
the result under the assumption that the closure of a finite set is also finite.
Verbovskiy and Yoneda [VY] provided some notions for studying generic struc-
tures without this finiteness condition and eliminated the finiteness assumption
from the result. Here we give a very short proof of the result.

1 Introduction

Let L = {R; : i € w} and for each ¢ € w let a; > 0 be given. § is the function
assigning to each finite L-structure the value |[A| — 3 ;| R#|. Let K be the class of
all finite L-structures A such that §(A4p) > 0 for every substructure 4y of A. Kj is
a subclass of K and M is a stable structure all of whose finite substructures belong
to Ko. M is a big model of T = Th(M). The following proposition is proved by
Wagner [W] under the finite closure assumption. Later Verbovskiy and Yoneda [VY]
eliminated the finiteness assumption from the result. Here we give a direct proof. We
do not assume the finiteness condition.

Proposition 1 Let B, C be closed sets in M. Suppose that A = BNC is algebraically
closed. Suppose also that B and C are independent over A. Then (1) B and C are
free over A and (2) BC is closed.

In section 1, we recall some definitions and state basic lemmas on generic structures.
In section 2, we prove the above proposition by a straightforwad method. We assume
that the reader has some knowledge of stability theory. In particular, the reader is
supposed to know the notion Morley sequence.



34

2 Preliminaries

Definition 2 1. Let AC B € K. We say that A is closed in B (in symbol A < B)
if whenever X C B — A then §(X/A)(= 6(XA) —6(A)) > 0. '

2. Let AC N, where N =T.

(a) We say that A is closed in N if whenever B is a finite subset of N then
ANB<B.

(b) The closure of A (in N) is the minimum closed set containing A. (The
closure always exists.) The closre of A is written as cl(A).

Lemma 3 For every A, cl(A) C acl(A).

Proof. Let N < M be a small model with N O A and choose the closure C' of A
in N. Then, by N < M, C is the closure of A in M. Suppos that there is c € C
which is nonalgebraic over A. Then we can choose an element d € M — N with
tp(c/A) = tp(d/A). Let o be an A-automorphism sending c to d. Then we would
have two different closures C and o(C). A contradiction.

Lemma 4 Let A C By < By and A C Cy < C,. Suppose that B, and C, are free
over A. If B,C; is closed then ByCy is also closed.

Proof. We assume B,C) is closed. Let X C M — ByC, be a finite set and put
Xg=XNBy, Xc=XNC;) and X = X — B;C;. Then we have the following
inequalities:

8(X/BoCo) 5({{ /BoCoXpXc) + 6(XsXc/BoCo)
5(X/Blcl) + 6(XBXC/B()CO)
8(XsXc/BoCo)

0(XB/XcBoCo) + 6(Xp/BoCh).

hiviv 1

By the freeness and By < By, §(Xpg/XcBoCo) = 6(Xp/Bg) = 0. Similarly, 6(Xpg/BoCqp) >
0. So we have §(X/ByCs) > 0.
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3 Proof of the Proposition

Let B' = acl(B) and C’ = acl(C). If we prove B'C' = B’ ®4 C' < M, then BC =
B®aC < M follows from lemma. So we can assume that B and C are algebraically
closed. By B~ C, we can choose sequences {B; : i € w} and {C; : i € w} satisfying
the following conditions:

1. {B;:i € w} is a Morley sequence of tp(B/A);
2. {C;: i € w} is a Morley sequence of tp(C/A);

3. {Bi:i € w} and {C; : i € w} are independent over A, so the set {B; : i €
w}U{C;: i € w} is an independent set over A.

4. tp(B;C;/A) = tp(BC/A), for any i,j € w.

Such sequences can be found by using an easy compactness argument.

(1) Freeness: By way of a contradiction, we assume there are tuples @ £ 5 € B— A,
0#ceC~Aanda e A with Ri(b,é a). By condition 4, we can find b; € B and
¢ € C; such that for any i,j € w, tp(b:i¢;a) = tp(béa). So R(b;,¢;,a) holds for any
(¢,7) € w?. We fix n € w. Then we have the following inequality:

6(U;<, bicia) < n|bza| — ayn? .

This right value is negative for a sufficiently large n. A contradiction.

(2) Suppose that BC is not closed and choose finite tuples d € acl(BC) — BC,
b€ Band ¢ e C with ¢ := §(d/be) < 0.

By condition 4 above, for all ¢, € w, we can choose b; € B;, & € C; and dj; such
that tp(EEd_BC) = tp(BiEi(ZijBiCj). ‘

Claim A (U e 9i5) N (Use, BiCi) = 0

Suppose otherwise and choose i, j,m and e € d;; N (B,Cy,). By symmetry, we may
assume e € By,. So we have e € acl(B;C;) N B,,. By choice of d (and d;;), m # i.
So, from B;C; L4 B,,, we have e € acl(A) = A. S6 we must have d; N A # 0, a
contradiction.

Claim B d;;’s are disjoint.
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By way of a contradiction, we assume e € d;; Ndy; for some pair (3, 5) # (¢, 5'). First
assume {i,5} N {i’,j'} = 0. Then, by the independence of B;C; and ByCj over A,
we have e € A, so we have d;; N A # 0, a contradiction. Then, since other cases are
similar, we can assume i = ¢’ and j # j'. In this case, we have e € aclB; = B;. Again,
this is a contradiction.
So, as in (1), we have

J(U(i,j)Enz d—(i,j) U Ui<n I_J,C,) < 5(U(i,j)en2_g(iaj)/ Ui<n Eié‘l) + 6(Ui<n Elél)

< nZe + né(bydo)-

For a sufficiently large n, we get a contradiction.

Remark 5 1. In our proof of Proposition 1, we did not use the “genericity” of
the structure M. If we assume the “genericity”, the converse of Proposition 1
is true by the following argument. Suppose that BC = B®4 C < M. Let
{C; : i < a} be a sufficiently long Morley sequence of tp(C/A). Then, by
stability, there is ¢ such that B and C; are independent over A. By proposition
BC; = B®4C; < M. Then we have BC =4 BC; and that they are closed. So
they have the same type over A, hence BC = B®4 C < M. (For details see
[W] or [VY].)

2. The assumption that A is algebraically closed is necessary in general. But Ikeda
[I] showed that the algebraicity assumption can be eliminated if (L = {R(x, *)}
and) Kj is closed under subgraphs.
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