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Abstract
In the paper, we introduce two types of general nonlinear scalarizing functions for sets as images
of set-valued maps and investigate how some kinds of cone-continuity for parent set-valued maps
are inherited to these composite functions by unified types of scalarizing functions.

1 Introduction

Shimizu, Tanaka and Yamada [7] introduced twelve types of scalarizing functions for sets, and they
called these functions unified types of scalarizing functions. In [4], they introduced some properties of
these functions including the inheritance on convexity and semicontinuity of parent set-valued maps.

If a real-valued or vector-valued function has some kinds of convexity and continuity, then we can
utilize such properties as a means to solve several types of equilibrium problems including variational
inequalities, minimax problems, complementarity problems and optimization problems. In vector-valued
case, we apply corresponding real-valued results as long as we find suitable scalarizing functions for
objective vector-valued functions. However it is unclear whether any scalarizing function for set-valued
maps plays such a similar role. Hence, it is important that we verify its inherited properties on cone-
continuity of set-valued maps. The aim of this paper is to go ahead with the investigation into some
inherited properties on cone-continuity of parent set-valued maps for unified types of scalarizing functions.

In the paper, we consider two types of composite functions of unified types of scalarizing functions
and set-valued maps, proposed in [7], and we investigate the inheritance on cone-continuity of parent
set-valued maps.

The organization of the paper is as follows. In Section 2, we introduce mathematical methodology on
comparison between two sets in an ordered vector space and some definitions of continuity and cone-
continuity for set-valued maps (see [3]). In Section 3, we introduce two types of nonlinear scalarizing
functions for sets proposed by the unified approach in [7], and we investigate how some kinds of cone-
continuity for set-valued maps are inherited to the new nonlinear scalarizing functions.
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2 Mathematical Preliminaries

Let Y be a real topological vector space with the vector ordering <¢ induced by a nonempty convex
cone C (C+ C =C and AC C C for all A > 0) as follows:

z<cyify—-zeCforz,yeY.

It is well known that <¢ is reflexive and transitive where C is a convex cone, moreover, <¢ has invariable
properties to vector space structure as translation and scalar multiplication. Then, the space Y is called
an ordered topological vector space. In particular, if C is pointed, then <¢ is antisymmetric, and hence
Y is a partially ordered topological vector space.

Throughout the paper, X is a real topological vector space, Y a real ordered topological vector space
and F a set-valued map from X into 2Y \ {0}. Moreover, for any A C Y we denote the interior, closure,
complement of A by int (A), cl(A), (A)¢, respectively.

At first, we review some basic concepts of set-relation and some definitions of continuity and cone-
continuity for set-valued maps.

Definition 2.1. ([3]) For nonempty sets A, B C Y and convex cone C in Y, we write

A Sg) B by A Cep(b~ C), equivalently B C (,c4(a+ C);
A<® Bby AN (Nyep(b—C)) # 6;
A Sg) Bby BC(A+C);
A< Bby (Necala+C))NB #£0;
A<§ Bby Ac (B-0);
A<® Bby An(B - C) #0, equivalently (A+ C)N B # 0.
Proposition 2.1. ([3]) For nonempty sets A, B C Y, the following statements hold.

A Sg) B implies A Sg) B; A Sg) B implies A Sg) B;
A S(c?) B implies A Sg) B; A Sg) B implies A 5(3) B;
A< B implies A<® B; A< B implies A < B.

Proposition 2.2. ([4]) For nonempty sets A, B C Y, the following statements hold.

i. For eachj=1,...,6,
A Sg) B implies (A + y) Sg) (B+y) foryeY, and
A Sg) B implies a A Sg) aB for a > 0;

i. Foreachj=1,...,5, (Sg) s transitive;

7)

ui. For each j =3,5,6, <p’ is reflerive.

Next, we recall some definitions of continuity and cone-continuity for set-valued maps. At first, we
introduce the continuity for set-valued maps.

Definition 2.2. ([1]) A set-valued map F is called lower continuous at xq if for every openset V C Y
with F(z) NV # 0, there exists an open neighborhood U of zg such that F(z)NV # @ for all z € U.
We shall say that F is lower continuous on X if it is lower continuous at every point z € X.

Definition 2.3. ([1]) A set-valued map F is called upper continuous at zo if for every openset V C Y
with F(z) C V, there exists an open neighborhood U of z¢ such that F(x) C V for all z € U. We shall
say that F' is upper continuous on X if it is upper continuous at every point z € X.

Finally, we introduce the definitions of cone-continuity for set-valued maps.

Definition 2.4. ([2]) Let C be a convex cone in Y with nonempty interior, a set-valued map F is called
C-lower continuous at xo if for every yo € F(xz¢) and open neighborhood G of 6y € Y, there exists an
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open neighborhood U of zp such that F(z) N (yo + G + C) # @ for all z € U N DomF. We shall say that
F is C-upper continuous on X if it is C-upper continuous at every point z € X.

Definition 2.5. ([2]) Let C be a convex cone in Y with nonempty interior, a set-valued map F' is called
C-upper continuous at z if for every open neighborhood V of F(zq), there exists an open neighborhood
U of zq such that F(x) C V + C for all z € U N DomF. We shall say that F is C-lower continuous on
X if it is C-lower continuous at every point z € X.

3 Inherited Properties on Cone-Continuity of Set-Valued Maps

At first, we introduce the definition of two types of nonlinear scalarizing functions for sets proposed
by a unified approach in [7]
Let V and V' be nonempty subsets of Y, and direction k € C \ (—cl(C)). For each j = 1,...,6,

I,gz,, : 2V \ {0} - RU {£oc} and S,(CJ},, : 2¥'\ {0} - R U {#o00} are defined by

I9),,(V) := inf {t eR ' vV <9 (tk+ V") } ,

S (V) := sup {t €ER ] (tk + V') <9 V} ,

respectively.

In this section, we introduce inherited properties on continuity and cone-continuity of set-valued maps.
At first, we remark that the unified types of scalarizing functions have an important merit on the
inheritance properties in contrast with the approach of (6]

Let V' € 2¥ \ {0} and direction k € C'\ (—cl(C)). For any z € X and for each j = 1,...,6, we
consider the following composite functions: ’

Iy o F)(z) == IO, (F(x)),
(S o F)(z) := 89, (F(z)).

Then, we can directly discuss inherited properties on cone-continuity of parent set-valued map F to
I ,ijz,, oF and S,(CJ %,, o F in an analogous fashion to linear scalarizing function like inner product. For this

end, we consider the following level sets;

levi(f) == {x € X|f(z) <r},
levi(f) .= {z € X|r < f(2)},

where f : X - RU {£o00}. Then, we show how some kinds of cone-continuity of parent set-valued maps
are inherited to these composite functions by unified types of scalarizing functions.

Theorem 3.1. ([5]) Let F be a set-valued map. Then, the following statements are hold.
i. For each j = 1,4,5, _
(@) If Fis lower continuous, then I ,gf%,, o F' is lower semicontinuous on X,

(b) If Fis upper continuous, then I,?},, o F' is upper semicontinuous on X.
1. For each j = 2,3,6, '
(a) If Fis lower continuous, then I ,(cje,, o F' is upper semicontinuous on X,

() If Fis upper continuous, then I ,EJ‘),, o F is lower semicontinuous on X.
Corollary 3.1. ([5]) Let F be a set-valued map. Then, the following statements are hold.

i. For each j =1,2,3, ‘
(@) If Fis lower continuous, then S,(c{%,, o F' is upper semicontinuous on X,
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(b) If Fis upper continuous, then S,(ng, o F is lower semicontinuous on X.
it. For each j = 4,5,6, _
(@) If Fis lower continuous, then S,(c] )., o F is lower semicontinuous on X,

(b) If Fis upper continuous, then S,(CJ},, o F' is upper semicontinuous on X.

Theorem 3.2. Let F be a set-valued map and C be a convex cone in'Y. Then, the following statements
are hold.

i. For each j =1,4,5, '
(a) If Fis C-lower continuous, then I ,(cjz,, o F is lower semicontinuous on X,

(b) If Fis (—=C)-upper continuous, then I,ﬁ{z,, o F is upper semicontinuous on X.
i. For each j = 2,3,6, ‘
(@) If Fis (—C)-lower continuous, then I,Ef‘),, o F is upper semicontinuous on X,
)

(b) If Fis C-upper continuous, then I ,(C{V, o F' is lower semicontinuous on X.
Proof. First, we prove (i)-(a) and (ii)-(b). For each j =1,...,6, we show that
levi(l):={z € X](I,(EJ},, o F)(z) <r}
is closed for any r € R, that is, for any {za}aecs C levlr(I),

Ty = I = I € levi(l),

where J is a directed set. Let tz := I,(c{‘),, o F (%), to := I,E{‘),, o F(za), and assume that Z ¢ lev!.(I). Then,
there exists ¢ > 0 such that t, <r < r + € < tz and so we obtain

FE) 29 r+9k+ V' and F(za) <@ (r + )k + V. (3.1)

At first, we consider the case of j = 1. By (3.1) and the definition of type (1) set-relation, we obtain

F(z) ¢ [l (-C) and F(za)C N -0.

zE€E(r+e)k+V’ zE(r+e)k+V’

Since r + € < tz, there exists 6 > 0 such that r + ¢ < r + ¢+ 6 < tz and so we obtain

F@E) gD r+e+8)k+V' and F(za) <& (r+e+8k+ V. (3.2)
Since § > 0,
N =-0c N (z—C),
z€(r+e)k+V"’ zE(r+e+d)k+V/

and so we obtain

N (z—C)y C N -0y .
zE€(r+e+8)k+ V'’ z€(r+e)k+V'

Since C is a convex cone, we obtain

N (z-C)p +CcC N z-0¢ +cC
zE€(r+e+8)k+V’ zE€(r+e)k+V’

Hence, by (3.2), we have

F@@)N (int ({ﬂze(rﬂ)kw,(z - C)}C + C)) #0,
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and

F(za) 0 (int ({Nueqrropsv 2= O} +C)) =0.

Since « is an arbitrary and z, — %, for any U which is a neighborhood of z, there exists a(U) € J such
that

Towy €U and F(zquy) N (int ({ﬂze(r+€)k+‘,,(z — C)}C + C)) = 0.

This is a contradiction to the C-lower continuity of F on X.
Next, we consider the case of j = 4. By (3.1) and the definition of type (4) set-relation, we obtain

( N (y1+0)) N((r+ek+V')=0,

y1EF(F)

and

( N (yz+C)) N((r+ek+ V') #£0.

Y2 F(2a)
Let T := ,cs F(za). Then we obtain
F(%) ¢ cl(supo(T) — C) and F(z,) C cl(supa(T) — C).
Hence we have
F@)N{cl(supe(T) —C)}* #0 and F(za) N {cl(supc(T) — C)}° =0.
So we obtain
F(@) N ({cl(supa(T) —C)}*+C)# B and F(za)N ({cl(supe(T) — C)}° + C) = 0.

This is a contradiction to the C-lower continuity of F on X.
Next, we consider the case of j = 5. By (3.1) and the definition of type (5) set-relation, we obtain

F@) ¢ (r+ek+V' —C and F(za) C(r+ek+V' —C.

Since r + € < tz, there exists § > 0 such that r + € < r + ¢ + d < tz and so we obtain

F@) 28 (r+e+0)k+V' and F(za) <& (r+e+8k+ V' (3.3)

Since § > 0,
Ad((r+ek+V' -C)YC(r+e+8k+V' —-C,

and so we obtain
{(r+e+8k+V’ —C'}C C{d((r+ek+V' -C)}°.

Since C is a convex cone, we obtain
{r+e+80k+V' -C}+Cc{d((r+ek+V' —-C)} +C.

Hence, by (3.3), we have
FE)N({cd((r+ek+V' —C)}*+C) #0,

and
F(za) N ({el ((r + )k + V' — C)}* +C) = 0.

This is a contradiction to the C-lower continuity of F on X. Consequently, for each j =1,4,5, I ,EJ‘),, oF
is lower semicontinuous on X.
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Next, we consider the case of j = 2. By (3.1) and the definition of type (2) set-relation, we obtain

z€(r+e)k+V’ z€(r+e)k+ V"’

F(f)ﬂ( N (z—C))=(b and F(ma)ﬂ( N (z—C));é(Z).

Since r < r + € < tz, there exists > 0 such that r <r+ ¢ -4 < r + ¢ < tz, and so we obtain

Fz) g2 (r+e—80)k+V' and F(za) <P (r+e—-8k+V'. (3.4)

So,
m (' =C)cel (nze(r+e)k+V’(z, - C))’

z'€(r+e—8)k+V’

and so, we obtain

{1 (Neerransv & =)} c{ n « —C)} :

z’€(r+e—8)k+V’

Since C is a convex cone, we obtain

{el (Muegrapsvz — )} +Cc { N - C)} +C.

z'e€(r+e—8)k+V’
Hence, by (3.4), we have
F(z) C {Cl (nze(r+e)k+V’(z, - C))} +C,

and

F(za) {CI (ﬂze(r+c)k+v’(z’ - C)) }C +C.

Since « is an arbitrary and z, — Z, for any U which is a neighborhood of z, there exists a(U) € J such
that

Zawy €U and F@aw) £ {el (Meegrapsv (& ~C))} +C.

This is a contradiction to the C-upper continuity of F' on X.
Next, we consider the case of j = 3. By (3.1) and the definition of type (3) set-relation, we obtain

(r+ek+V' ¢ F(Z)+C and (r+ek+ V' C F(zs)+C.
Since r < 7 + € < tz, there exists 6 > 0 such that r <r + ¢ — 4 < r + € < tz, and so we obtain
(r+e-8k+V' ¢ F(z)+C and (r+e—08k+V' C F(zo)+C.

Hence,
(r+ek+V' ¢ F(@)+C+8k and (r+ek+ V' C F(zq)+ C + 6k,

and so, by § > 0, we have
F(z) Cint(F(Z)+ C +6k) and F(zo) ¢ int (F(Z) + C + k).
Since C is a convex cone, we obtain

F(Z) C int (F(Z) + C +0k) +C and F(z4) ¢ int (F(Z) + C + 6k) + C.
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This is a contradiction to the C-upper continuity of F on X.
Finally, we consider the case of j = 6. By (3.1) and the definition of type (6) set-relation, we obtain

FE@E)n{(r+ek+V' —C}=0 and F(z,)N{(r+ek+V' —C}+#0.
Since r < r + € < tz, there exists § > 0 such that r <7+ e <7+ ¢+ 8 < tz, and so we obtain
F@) 28 (r+e+0)k+V and F(za) <O (r+e+8)k+ V' (3.5)

Since 6 > 0,
cd(r+ek+V' -C)C(r+e+8)k+V' -C,

and so we obtain
{r+ek+V' -CY c{cd((r+ek+V' -C)}.

Since C is a convex cone, we obtain and so we obtain
{r+ek+V' —-CY+Cc{cd((r+ek+V' -C)}+C.
Hence, by (3.5), we have
F@)c{d((r+ek+V' —-C)}*+C and F(z,) ¢ {c((r+ek+V'-C)}*+C.

This is a contradiction to the C-upper continuity of F on X. Consequently, for each j = 2,3,6, I ,(c"),, oF
is lower semicontinuous on X.
Next, we prove (i)-(b) and (ii)-(a). For each j = 1,...,6, we show that

levi(I) := {z € X|r < (I¥),, o F)(x)}
is closed for any r € R, that is, for any {za}acs C levy (1),
To = T =T € levyi(l),

where J is a directed set. Let tz := I,S%,, o F(&), to := I,g{%,, o F(z4), and assume that T ¢ levy(I). Then,
there exists ¢ > 0 such that tz < r — e < r < t, and so we obtain

F@) <D (r—0k+V' and F(za) 29 (r -k + V" (3.6)

At first, we consider the case of j = 1. By (3.6) and the definition of type (1) set-relation, we obtain

F(z) C n (z—=C) and F(za) ¢ m (z = C).

z€(r—e)k+V’ z€(r—e)k+V'’

Since tz < r — €, there exists § > 0 such that t; <r —e —§ < r — € and so we obtain

F@) <) (r—e—8)k+V' and F(zs) ¥ (r—e—8)k+V'. (3.7)

Since § > 0, we obtain

N -0 cint(MNeegrivz - O)).
2€(r—e—68)k+V’
Since C is a convex cone, we obtain

N (-0 -Ccint (nze(,_e)kw,(z ~0) - c).

z€(r—e—6)k+V’
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Hence, by (3.7) we obtain

F(%) C int (nze(,_e)kw,(z -0) - c) and F(za) ¢ int (mze(,_e,kw, (z—C) — c).

Since « is an arbitrary and z, — Z, for any U which is a neighborhood of z, there exists a(U) € J such
that

TaU) € U and F(.’L’a(u)) ¢ int (mze(r_e)k_{_VI(z - C) - C)

This is a contradiction to the —C-upper continuity of F on X.
Next, we consider the case of j = 4. By (3.6) and the definition of type (4) set-relation, we obtain

( N (y1+0)) A((r — Ok + V') £ 0,

y1EF ()

and

yaeF(Iu)

( n (yz+C)) N((r—ek+V')=0.
Hence we have
F(z) Csupa(F(Z)) —C and F(z,) € supa(F(z)) —C. (3.8)
Since tz < r — ¢, there exists 4 > 0 such that t; <r — ¢ —d < r — ¢, and so we obtain
FE) <P r—e—-80k+V' and F(za) g2 (r—ec—8)k+ V',
Since C is a convex cone, § > 0 and by (3.8), we obtain
F(z) Csupc(F(Z))+ 0k —C and F(zo) ¢ supe(F(Z)) + 6k — C. (3.9)

Moreover
supo(F(Z)) — C C int (supe(F(Z)) + 0k — C). (3.10)

Hence, by (3.8), (3.9) and (3.10) we have
F(z) C int (supc(F (%)) + 6k — C) and F(zs) ¢ int (supo(F(Z)) + 8k — C).
Thus, we obtain
F(z) C int (supc(F(2)) + 6k —C) — C and F(z,) ¢ int (supc(F(Z)) + 6k — C) — C.

This is a contradiction to the (—C)-upper continuity of F on X.
Next, we consider the case of j = 5. By (3.6) and the definition of type (5) set-relation, we obtain

FZC(r—ek+V' —C and F(za)Z (r—ek+V' -C.
Since tz < r — ¢, there exists § > 0 such that tz <r — € — 8 < r — € and so we obtain
F@E <8 (r—e-8k+V' and F(za) €3 (r—e—8)k+ V', (3.11)

Since § > 0, we obtain
(r—e-80k+V' —CcCint((r—ek+V' —C).

Since C is a convex cone, we obtain

(r—e—8)k+V' —CCint((r—ek+V' —C)-C.
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Hence, by (3.11) we have
F) cint((r—ek+V' —C)—C and F(zo) ¢ int((r—-ek+V' -C)-C.

This is a contradiction to the (—C)-upper continuity of F on X. Consequently, for each j = 1,4,5,

I ,(C")/, o F is upper semicontinuous on X.

Next, we consider the case of j = 2. By (3.6) and the definition of type (2) set-relation, we obtain

F(i:)ﬂ( N (z—C));é(b and F(a:a)ﬂ( N (z—C))=0.

z€(r—e)k+V'’ z€(r—e)k+V'’

Since tz < r — €, there exists 8 > 0 such that tz <7 —e¢ — § < r — € and so we obtain

F@E) <P (r—e—08)k+V' and F(za) £8 (r—e—0k+V". (3.12)
Since § > 0, we obtain
m (Z, - C) C int (nze(r—-e)k+V’(Z - C))
z'e(r—e—8)k+V’

Since C is a convex cone, we obtain

( ﬂ (' - C)) —C Cint { (nze(r—e)mw(z - C)) - C}-

ze(r—e—6)k+V’

Hence, by (3.12), we have

F@) N (int (Naeoprv (= - C)) -C) #9,

and

F(za)N (int (nze(r—e)k+v' (z — C)) - C) =0.

Since « is an arbitrary and z, — Z, for any U which is a neighborhood of z, there exists a(U) € J such
that

Ta) € U and F(xa(U)) N (int (ﬂze(r_c)k+v,(z - C)) - C) ={.

This is a contradiction to the (—C)-lower continuity of F' on X.
Next, we consider the case of j = 3. By (3.6) and the definition of type (3) set-relation, we obtain

(r—ek+V' CcF@)+C and (r—ek+V' ¢ F(za)+C.
By the transitivity of type (3) set-relation, we obtain F(Z) ¢ F(z4) + C and so,
F@) N (int ({(F(za) +C})) #0 and ‘F(a:a) N (int ({(F(za) + C}°)) = 0.
Since C is a convex cone, we obtain
F(@) N (int ({(F(za) +C}*—C) #0 and F(zs) N (int ({(F(za) +C}° - C)) = 0.

This is a contradiction to the (—C)-lower continuity of F' on X.
Finally, we consider the case of j = 6. By (3.6) and the definition of type (6) set-relation, we obtain

F@EN((r-—k+V' ~C)#£0 and F(za) N ((r— )k +V' - C) =0.
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Since tz < r — ¢, there exists § > 0 such that t; <7 —¢ — d < r — ¢ and so we obtain

F@) <® (r—e—0)k+V' and F(zq) g% (r—e -0k + V" (3.13)

Since § > 0, we obtain
(r—-e=80k+V' -CcCint((r—-ek+V' -0C).

Since C is a convex cone, we obtain
(r—e-8k+V —-CcCint((r—ek+V' -C)-C.
Hence, by (3.13) we have

FE)N@{nt((r-—ek+V')-C)#0 and F(zq)N(int((r—e)k+V')-C)=0.

This is a contradiction to the (—C)-lower continuity of F' on X. Consequently, for each j = 2,3,6,
I,?,%,, o F is upper semicontinuous on X.

O

Corollary 3.2. Let F be a set-valued map and C be a convex cone in'Y. Then, the following statements
are hold.
i. For each j =1,2,3, '
(a) If Fis (~C)-lower continuous, then S,(cj,z,, o F is upper semicontinuous on X,
(b) If Fis C-upper continuous, then S,(f,%,, o F is lower semicontinuous on X.
1. For each j = 4,5,6, .
(a) If Fis C-lower continuous, then S,(c] %,, o F is lower semicontinuous on X,
(0) If Fis (—C)-upper continuous, then S,(c{%,, o F is upper semicontinuous on X.
Proof. By the same way in Theorem 3.2, the statements are proved. O
Finally, for each j = 3,5, we explain the inherited properties of cone-continuities for parent set-valued
maps with the following examples.

Ezample 3.1. Let X =R, Y = R? and C = R%. We consider a set-valued map F : X — 2v

U Lz+1 (>0
F(z):={ °§°5°

U k-10 (<0

x<z2<0
Then, F is C-upper continuous on X.
Let k = (;) and V' = [0,1]. Then,

3) _J1 (>0
(Ik,V' o F)(z) := { z (z < 0)
Hence we obtain the same result in Theorem 3.2.
Ezample 3.2. Let X =R, Y = R? and C = R%Z. We consider a set-valued map F : X — 2¥

U [1,z2+1] (z > 0)
. 0<z<Lx
Fa) = U (—o0,z — 1] (z £0)

z<2<0

Then, F is C-lower continuous on X.



Let k= (1) and V’ = [0,1]. Then,

R R A

Hence we obtain the same result in Theorem 3.2.
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