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Abstract

Quantum walks are powerful tools not only to construct the quantum speedup
algorithms but also to describe specific models in physical processes. Furthermore,
the discrete time quantum walk has been experimentally realized in various setups.
We show the limit distribution of the discrete time quantum walk with the periodic
position measurement under the time scale transformation.

1 Introduction

A quantum walk (QW) [1-3], the quantum mechanical analogue of the classical random
walk (RW), is a useful tool to promote various fields. For instance, the QW is an important
primitive in universal quantum computation [4,5] and efficient quantum algorithms [6-
10]. The realization of topological phases [11] and quantum phase transitions {12} in
optical lattice systems by the QW have been discussed. The relation between the Landau-
Zener transition and the QW was found in Ref. [13]. The QW provides a new clue to
more fundamental problems such as the photosynthesis and efficient energy transfer in
biomolecules [14,15]. There are several important properties of the QW: (i) the inverted-
bell like limit distribution, (ii) the quadratic speed-up of the variance to the classical RW,
and (iii) the localization due to the quantum coherence and interference. The physical,
mathematical, and computational properties of the QW are summarized in Refs. [16-19).

There remains the following open problems on the discrete time quantum walks
(DTQWs). First, it is well known that randomness results from environment in the
RW. Although some researchers often call the QW a quantum “random” walk due to its
original definition (2], this terminology is abuse of words since the QW is not probabilis- -

1This proceeding is for the talk at RIMS/YKIS Research Meeting "Duality and Scale in Quantum
Science” held at YKIS, Kyoto university and is based on the work [39,44] collaborated with Kota Chisaki,
Norio Konno, and Etsuo Segawa.
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3While we introduce the QW as the quantization of the RW, the QW was independently defined
from different motivations; to construct the stochastic process in quantum probability theory [1], the
quantization of the RW based on the time symmetric property [2], and the quantization of the cellular
automaton in the context of the quantum lattice gases [3]. More precisely, these definitions [1-3] are
not equivalent. Thereafter, Ambainis ef al. mathematically define the DTQW to combine the above
notations [30], which is used throughout this paper. Note that, this definition is consistent with the
Gudder definition [1]. Furthermore, the continuous time QW ([45] is different from the DTQW and
corresponds to the hopping dynamics in the Hubbard model. The difference of both QWs still remains
the open problems in mathematics and physics.
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tic but deterministic due to the time evolution for the closed quantum system. As far
as we know, no one has yet analyzed a quantification of randomness in QWs. Environ-
ment, of which the description corresponds to that of quantum measurement in quantum
mechanics [22], seems intuitively to be the origin of randomness. In such studies, the
description of the periodic quantum measurement is used and the quantum-classical tran-
sition, which means an immediate change from the QW to the RW due to the decoherence
effect, is shown [23-26]. However, the contribution to the quantum walk behavior from
environment has not been shown analytically. In this paper, we focus on this issue. , a
nontrivial stochastic process which gives the distributions of DTQWs did not be found.
Using the probabilisitic perspects of the weak value [27], it might be possible to find this
relationship [28,29].

2 Discrete Time Quantum Walk

Let us mathematically define the one-dimensional DTQW [30] as follows. First, we
prepare the position and the coin states denoted as |z)z| and py, respectively, corre-
sponding to the quantization of the RW [2]. Here, we assume that the position is the
one-dimensional discretized lattice denoted as Z and the coin state is a qubit with the
orthonormal basis, |L) = (1,0)T and |R) = (0,1)7, where T is transposition. To simplify
the discussion, we assume that the initial state is localized at the origin (z = 0) with the
mixed state pg = (JLXL| + |R)R|)/2 as the coin state throughout this paper. Second,
the time evolution of the QW is described by a unitary operator U. A quantum coin flip
corresponding to the coin flip in the RW is described by a unitary operator H € U(2)
acting on the coin state given by

H :=a|LXL| + b|LXR| + c|R)L| + d|RXR], (1)

where |a|2+ |c[> = 1, ab+ ¢d = 0, c = —Ab, d = AG, and |A| := |det U| = 1, noting that
abed # 0 except for the trivial case. Thereafter, the position shift S is described as the
move due to the coin state;

S|z} L) = |z — 1)|L) (2)
S|z)|R) := |z + 1)| R). 3)

Therefore, the unitary operator describing the one-step time evolution for the QW is
defined as U = S(I ® H). We repeat this procedure keeping the quantum coherence
between the position and coin states. Finally, we obtain the probability distribution on
the position z at ¢ step as

Pr(X, = z) = Tr [(Tr, U* (|0X0| ® po) U™) |z)z|], (4)

where X; means a random variable at ¢ step since the measurement outcome of the position
measurement is probabilistically determined due to the Born rule.

Physically speaking, the DTQW can be described by the free Dirac equation [31-33].
In fact, this was discussed by Schrodinger under the Zitterbewegung of the relativistic
electron [34] and was also implied by the introduction of the path integral [35]. In other
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words, the DTQW helps us analyze the trembling motion of the relative electron, photon,
neutrino, and so on. Also, by developing quantum technologies to build up the precise
measurement techniques and highly control the quantum system, it is possible to exper-
imentally realize the DTQWSs such as the trans-crotonic acid using the nuclear magnetic
resonance [21], the Cs atoms trapped in the optical lattice [36], the photons by employing
the fiber network loop [37], and the “°Ca* atoms in the ion trap [38].

3 Limit Distributions for DTQW with Periodic Po-
sition Measurement

coin po Po Po pPo Po

} } } } } > 1
0 d 2d (M —-1)d t=Md

Figure 1: Quantum walk with the periodic position measurement. After d step of
the DTQW, we only measure the position of the particle, that is, we take the projective
measurement on the position state after taking the partial trace on the coin state. For
simplicity, after the position measurement, we re-prepare the initial coin state pg. We
repeat this procedure M times.

From now on, we define a simple model of the QW with environment as illustrated in
Fig. 1. After d step of the DTQW, we only measure the position of the particle, that is, we
take the projective measurement on the position state after taking the partial trace on the
coin state. For simplicity, after the position measurement, we re-prepare the initial coin
state pg. We repeat this procedure M times. The probability distribution at the final time
t = dM is concerned in the following. This model is called the DTQW with the PPM?.
We denote the sequence of the random variables on the DTQW between measurements
by d step as {Y } The position measurement corresponds to the collision with another
particle, that is, environment, as in the classical sense. Furthermore, since the initial coin
states are the same for each block of the DTQW, {Y;*} is an independent identically

4Our model is different from the “decoherence QW” analyzed by Zhang [26]. In the decoherence QW,
one often take the joint measurement of the position and the coin. The limit distribution of the case
of B = 0, that is, the measurement period is independent of the final time, is the normal distribution
with the convergence time order 1/2. There remains the open problem to similarly analyze the extended
Zhang model.
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distributed (i.i.d.) sequence. The random variable for the QW with the PPM is denoted

as X; = Y(d) + Y(d) +- Y(d) When the measurement step d is independent of the final
time ¢, the sequence of the blocks of the DTQW by d step can be taken as the Markov
process since {Y } is an 1.i.d. sequence. This case can correspond to the RW. To extract
more detailed information, we assume that the measurement step d depends on the final
time t as d ~ t# with 8 € [0, 1], which is called a time scale transformation. Because
of M ~ t=#, this means that the number of the position measurements is changed by
the final time t. For example, in the case of 8 = 0.5, t = 100 step, and d = t?, we take
the position measurement 10 times in 10 steps. In the following, we denote the random
variable X; as X ® . Then, we present the following theorem on the limit distribution for
any A € [0,1].

Theorem 1 (Shikano, Chisaki, Segawa, and Konno [39]). Let {Y,?} be an i.i.d. sequence
of the DTQW on Z with the initial localized position z = 0, the initial coin qubit py =
(ILXL|+|RXR|)/2, and the quantum coin flip H = a|L){L|+b|L)(R|+¢c|R)(L|+d|R)(R| €
U(2) noting that abcd # 0. Let X; = Zfﬁl Yi(d) be a random variable on a position with
d step between measurements and the number of the measurements M with the final time
t=dM. Ifd ~ tP, then, as t = oo, we have the limit distribution as follows:

x® (0,1) for =0
W: N(O,l—\/1—|a|2) f01'0<ﬂ<1 (5)
K(|al) for =1,
where “=” means the convergence in distribution and N(m, o?) is the normal distribution
with the mean m, the variance o%. Note that, the random variable K(r) has the probability
density function f(z;r) with a parameter r € (0,1):
V1-r2 (2).

A=

Here, I(_,,)(x) is the indicator function, that is, Ia(z) =1 (z € A),=0 (z ¢ A).

f(zr) = (6)

Proof. Since the case of B = 0 is corresponded to the random walk, we obtain the Gaus-
sian distribution as the limit distribution from the well-known central limit theorem.
Furthermore, since the case of § = 1 is corresponded to the simple quantum walk, its
limit distribution has already shown by Konno [40,41]. In the follows, we only consider
the limit distribution in the case of 0 < 8 < 1.

By the definition of the spatial Fourler transformation of Y(d) E(e zfyl(al)) can be de-

noted as

ey (@ ~ ~_ dk
E(e) = {I*[Hd(kw-H ‘B3
0

(7)
with H(k) = (¢*|R)(R| + e~*|L)(L|)H. Since (Y@); is i.i.d sequence, we can describe
the characteristic function E(e%*t) as following lemma.

Lemma 1 (Segawa and Konno [42]).

2m M
B = { [7 jA e o) BlgE | ®
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Let eigenvalues and corresponding eigenvectors of H(k) be e® and |v;(k)), respec-

tively (I € {£}). By using Lemma 1, we evaluate E(e"fxt(ﬁ)/‘o) with respect to time step
t as follows. '

~ ~ 1 )
ST (46/t0)- B @) =5 30 &M@y (ke efth), ()
l,me{£}

where Vim(k, €) = (um(k)| (Jui(k + €))(wi(k + €)|) [um(k)). We can express eit’ {#1(k+/t))—¢om(k)}
and Vi, (k, £/t%) under an assumption 6 > B

eit? Lak+e/t)—em(R)} = (it (k) —om (k) » (it ~"p}(k)+O(P~27) (10)

where (k) = dgy(k)/dk, and
Vin{l, /) = (om()] (JuE) ()] + & (@B + O™ ) lm(8)
= Gt S (K (1K) )] + ) AR oK) + O
= (14 SR + AR ) + O )
= Oim (1 + f—o((vz(k)|v¢(k)))') + O(t™%) = §y, + O(t™%). (11)

Since ¢'(k) = ¢/, (k) = —¢’_(k), we obtain by combining Eq. (9) with Egs. (10) and (11),
STA? (k4 £/27) - B (k)

_1 Z git? (@ k)=om(k) ¢ P PARITOW ) (5, L 0 (1-20))
lme{:i:}

_ Z i£t8-9! (k)+O(B—26) + O(t‘z")
le{i}
— % (eiftﬁ-"w’(k)+()(tﬁ‘”) + e—ietﬂ‘9¢'(k)+0(zﬁ—”) + O(t'”))
1 o fm (§so’(k))2
— = B-0 1 _

1 - ig =0 () ~ SOEN 4 og-20-m)

2

=1- W((p'(k))Z + o(t~26-P) | (12)

By Lemma 1 and Eq. (12), if 2( — 8) = 1 — 8, we obtain
iex® 2 €2 _ dk
B ) = ([71- im0 + ol ) )

52 t1-8
= <1 - WU2 + O(t_2(0—ﬁ)))

— e 87@/2 55§ 5 o0, (13)

t1-8
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where

)= [ (WRPE =1 VI=TaP. (14)

This is the required result. The proof of 0?(a) = 1 — y/1 — |a|? is shown in the appendix.
O

\ K(|a|)
05 (N0 1= VI=TaP)
N(0,1)

0 A 1
Figure 2: Limit distributions of the quantum walk with the periodic position

measurement under the time scale transformation. Relationship between the
convergence time order 6 and the measurement time period g in equation (5).

This theorem is our main result and is illustrated in Fig. 2. The theorem tells us
that the QW with the position measurement always has the normal limit distribution.
The position measurement produces randomness in the QW such as the Brownian motion.
Therefore, we always obtain that the limit distribution is the normal distribution since we
always face the decoherence effect due to environment in the realistic experimental setup.
It is extremely difficult to experimentally show the properties of the QW as some physical
process since we only obtain the distribution after many steps due to 1 step <« 10~2
sec in the case of the relative electron [31]. However, the projective measurement does
not uniformly produce randomness from the case of 0 < 8 < 1. In other words, the
parameter 8 may be an indicator of decoherence in QWs. It is possible to evaluate the
degree of decoherence from the behavior of the variance in the experimentally realized
QW [21,36-38].

4 Summary

We have analytically obtained the limit distribution of the DTQW on Z with PPMs
(5). From this mathematical result, we have shown that the origin of randomness is
the position measurement like the Brownian motion but there does not always exist the
quantum-classical transition in the DTQW by the position measurement since the degree
of randomness is not time scale invariant. Also, we have constructed the quantification of
the DTQW with PPMs. Furthermore, we will prove the limit distribution in the extended
cases of the general coin state and the continuous time QW [44].
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A Proof of Eq. (14)

Quantum coin H € U(2) is expressed by four parameters r, ¢, ¥, § with r € [0,1],
@, ¥, 0 € R such that

— re' V1 —r2ei
H=H(r,¢,9,6) = [_me—f(w—a) re—i#-8)

The eigenvalues of H (k) is given by the solution for
det[H(r,¢ + k,v + k,8) — tI] = 0. (15)
So, we have

det[H(r,¢ + k, ¢ + k,6) — t1]

= (re@h) — t)(re= 1RO 1) 4 (1 — r?)e®
= (2 _ p(eBHR) | omilHh=8)yy 4 o8

— t2 _ Tei6/2(ei(¢+k—6/2) + e—i(¢+k—-6/2))t + eié

=2 — 2re’/2 cos(6' + k) + € = 0, (16)
where &' = ¢ — §/2. Putting the solutions, €***) and e***), for Eq. (16), we obtain

eiak) 4 gBk) = 07 ei®/2 cog(§' + k) (17)
a(k) + B(K) = 6+ 2m, (18)

where m € Z. By the above equations Egs. (17) and (18), we have
cos(a(k) — 8/2) = rcos(d’ + k). (19)
By differentiating both sides of Eq. (19) with respect to k,

(da)2 _ rsin®(8' + k)

dk)  1-rZcos?(0' + k)

(20)
Therefore, we derive Eq. (14) as
o /2” (g_g)Q dk _ /2" la|?sin’k  dk
o \dk/) 2 J, 1-|af2cos?k2m

=1-4/1-|al? (21)
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