goooboooobgon
0 1746 0 20110 22-33 22

A local solution for some PDEs with hysteresis and

some problems

LHETFERY WHHEE RREFIK (Kota Kumazaki)

Nagoya Institute of Technology

1 Introduction

In this paper, we report that the existence of a solution of the following nonlinear PDE
system with hysteresis operator:

w; — eAG(w) — div[gy (w)Vh] =01in Q x (0,T), (1.1)

he — vAR+ 8I,h 5 01in Q x (0,T), (1.2)

h(z,—L) = h(z,L) = w(z,—L) = w(z,L) =0 for t € (0,T), (1.3)
w(0) = wp, h(0) = hg in Q, (1.4)

where Q = (—L, L) is a one dimensional interval and L is a positive constant. In (1.1) and
(1.2), €, v are positive constants and § and g;is a smooth function on R, Here, I, is the
indicater function on a closed interval [f,(w), fs(w)] for given non-decreasing functions
far fa € C*(R) with f, < f; on R (see Fig.1) given by

I(h) = {O if faw) < b < falw),

(1.6)
+oo if h < f,(w) and fy(w) < h.

Upper Function f, and lower function f; represents the relation between the input func-
tion w and output function h. Also, the subdifferential 31, of the indicater function I,
describes a hysteresis effects, and is a multivalued mapping given by

¢ if h < fa(w)or fo(w) < A,
00,0] if b= fa(w) < fa(w),
0

(_
Ol (h) = 4 if fo(w) < h < fa(w), (1.7)
[0, +00) if fo(w) < fa(w) = h,
R ifw = fa(h) = fa(h).
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X 1: the graph of f, and f4

We are interested in concrete carbonation process, and focused on moisture flow in this
process. The problem (P) is the first step to consider moisture flow in concrete, and the
system with € = v = 0 is a model of the moisture flow under simplified several conditions.

First, we explain concrete carbonation briefly. Concrete has innumerical small spaces,
since concrete is harding of sand, gravel, aggregate with cement paste. In particular, there
exists small spaces such that liquid water still remains because of liquids of cement paste.
In the case of exposure concrete, by carbon dioxide in air and water in small space, the
following chemical reaction occurs in the small space:

CO, + CG(OH)z — CaCO5 + HyO in water.

Ca(OH),, which shows alkalinity, is main ingredients of concrete. By HoO generated by
this reaction flow in concrete, the potential of hydrogen of the whole concrete changes
from alkalinity to acidly, which is called concrete carbonation.

In this process, H,O is an important element in order to evolute carbonation. Focused
on the flow of H;0, the hysteresis effect that small space is drying or wetting by interaction
between vapor and liquid water is observed. More detail of this point is noted by (7] and
[6]. To our best knowledge, the initial work for modeling of concrete carbonation and
mathematical analysis thereof is Muntean [8] and Aiki-Muntean [1]. They derive a model
in one dimension case, and show the existence of a solution. However, in this model, this
hysteresis effects does not contain. Attention to this hysteresis effect, Maekawa, Ishida
and Kishi [7] and Maekawa Chaube and Kishi [6] derive a model of concrete carbonation.
The following equation is the one attention to moisture flow in their model (In fact, we

arrange this model ):
wy — div[g1(w)Vh] =0, w = A(h), (1.8)

where h and w represent respectively, vapor pressure in small pores and the quantity of
liquid water corresponding vapor pressure, and A describes the hysteresis effects.

In order to deal with this equation, first, by the inverse function A~! of A, we consider
h = A~'(w), since the actual relation is difficult to deal with from mathematical point
of view. Figure 1 represents this inverse function A~!. Then, it is well known that
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h = A~'(w) is equivalent to h; + 8I,,(h) 3 0, where I,,(h) and 8I,(h) are the same as in
(1.6) and (1.7). By this property, (1.8) can be written as

wy — div[g: (w)Vh] =0,
hs + 81, (k) 3 0.

The system {(1.1) — (1.2)} is an approximate by spatial diffusive for the above system. In
this paper, we consider the diffusive coefficient of liquid water depending on liquid water
itself, which is more natural case.

Early works for this system {(1.1) — (1.2)} is Kenmochi, Koyama and Meyer [5] and
Colli, Kenmochi and Kubo [4]. Compaired with these works, we emphasize that in this
problem, diffusive coefficient depends on the unknown function, and the divergence term
of the gradient of the unknown function in second equation appears in first equation.
In order to prove the existence of a solution, we consider the approximate problem with
Yosida approximation, and by using time discritization method, we prove the existence of
an approximate solution (Section 3). Next, we derive the uniform estimate independing
on the approximate parameter for this approximate solution (Section 4), and by limiting
process, we show the existence of a solution of problem (P).

1.1 Notations and assumptions

For a Hilbert space H, (-,-)y and || - || g represent the inner product and norm, respec-
tively. Through out this paper, we denote simply by (-,-) and || -|| the inner product. and
norm of L?(Q2). H'(Q) and H}(§2) are the usual Sobolev spaces, and H}(f) is equipped
with the following inner product

(21, 22) gy () = /szl Vzodz for 21,2, € HY(R),

Then, H(Q) is a Hilbert space. Also, for a proper, lower semi-continuous convex function
¢ on a Hilbert space H, the effective domain D(¢) is defined by {z € H;¢(z) < +o0},
and the subdifferential 9y ¢ of ¢ on H is a multivalued mapping from H to itself defined
by the following:

2* € Ogp(z) if and only if z € D(¢) and(2*,u — 2) < ¢(u) — ¢(z) for all u € H.
Next, we state our assumptions.
(A1) fa, fa € C*(R) are non-decreasing function. Also, there exists

co == max{|| follz=, llfallz=} < 1, and & := max{||fallz=, || fallz=}-



(A2) g € C*(R) with §(0) = O satisfies the following properties:

|9(r1) = §(ra)|? < Lg(G(r1) — G(r2))(r1 — 72) for r1,m3 € R, (1.9)
b|ry — 7| < |§(r1) — G(rs)] for r1, 7, € R, (1.10)
where 6 and L, are positive constants. Also, we set L; := sup,cg d%z—zg}(r) . Moreover,
g1 € C?(Q) and we set
Ly, :=sup|g:(r)| = —1—, and L :=sup igl(r) . (1.11)
reR L, 9 ,er|dr

(A3) &,v are positive constants with € < 1.
(A4) wp € H}(Q) and hy € HL() N H?(Q) with f,(wo) < ko < fa(wo) ae. in Q.

By (1.8) and (1.9), we see that 0 < § < g(r) := £§(r) < L,. Also, condition (1.8),
which shows the strictly monotone of §, implies that g is surgective, and there exists the
inverse function §~!. we can see that function §g=! fulfills the same property (1.8), (1.9).
These properties are important to construct the solution of problem (P). In the rest of
this paper, we denoted by (P) as the initial boundary value problem {(1.1) —(1.4)}. Now,
we define a notion of solution of problem (P).

Definition 1.1 A pair of function (w, h) : [0,T] — L?(Q) x L?(Q) is called a solution of
(P), if the following items are satisfied.

(S1) w € WY2(0,T; L*()) N L®(0, T; HY(Q)) and
h € W20, T; L2(Q)) N L=(0, T; H(Q)) N L2(0, T; H2(Y))

(52) w; — eAg(w) — div[g;(w)VA] =0 in L3(Q) a.e. in (0, 7).
(S3) hy — vAh + 81, (h) 3 0 in LA(9) a.e. in (0,T).
(S4) w(0) = wy, ~(0) = hy

Now, we state the result obtained in this time.
Theorem 1.2 (Local existence) Assume that conditions (A1)-(A4) hold and §,cy and
e fulfill with
: (1.12)

N =

O<vi=ebd—1<1 and O<(:=%9<

and
3

4(y - ¢29)
Then, there exists T* > 0 such that for each v € (v*,8 —cy), problem (P) has at least one
solution on [0,T*].

Our motivation is to solve the problem (P) under ¢ is small. The former of condition
(1.12) implies that § is sufficiently large compairing with small number €. Therefore, if
is large, then L, is small while L, is large by condition (1.11).

*

0<v" = <6 —cp. (1.13)
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2 Proof of Main Theorem

In This section, we note the outline of the proof of Theorem 1.2 briefly. First of all, for
each A > 0, we consider the following approximation problem (P), :

wy — eAG(w) — div[g)(w)Vh] =01in Q x (0,T), (2.1)

hy — vAh 4+ 8I}h) =0in Q x (0,7T), (2.2)

h(z,—L) = h(z,L) = w(z,—L) = w(z,L) =0 for t € (0,T), (2.3)
h(0) = hg, w(0) = wp in Q. (2.4)

Here, Also, the subdifferential OI2 of I*, which coincides with the Yosida approximation
of the subdifferential of the indicater function I, is given by

BIMR) = 3l — fa(w)]" 3 [falw) — A",

where [h — fi(w)]* and [f,(w) — h]* represent the positive parts of (h — fs(w)) and
(fo(w) — ). In particular, it is well-known that I} converges to 81 as A tends to 0.
Now, we define a notion of solutions of (P).

Definition 2.1 A pair of function (wy, hy) : [0,T] — L3(Q) x L%(Q) is called a solution
of (P),, if the following items are satisfied.

(Sx1) wy € WH2(0,T; L2(Q)) N L=(0,T; HA(R)) and
hy € W12(0, T; LA(Q)) N L=(0, T; HA()) N L2(0, T; HX(S))

(8)2) w; — eAg(w) — div[g(w)Vh] =0, in L*(Q) a.e. in (0, 7).
(SA3) hy —vAh +8I)(h) =0 in L%Q) a.e. in (0,T).

Then, we obtain the following lemma that the existence of the solution of the approxi-
mate problem (P), for each A and the uniform estimate independent of A.
Lemma 2.2 Assume that conditions (A1)-(A4) hold. Then, (P)y has at least one time
global solution. Also, let (wy,hy) be any solution of the problem of (P),. If (1.12) and
(1.13) hold in addition to (A1)-(A4), then there exists T* > 0 and K > 0 depends on
€,6,Ly and ¢y such that for each v € (v*,6 — cp),

[1g(w)lwr20,1-;L20)) + ||Rallwrz,r=22(0)) + ||§(WA)||L°°(0,T';H3(Q))
Pl oo 0,7+ m3@) + Wy (B Lo 0,7%) + 11AG(wA) || 22(0.7+:22(52))
+V||AhAHL2(0,T‘;L2(Q)) + |lal;,\))\(h)\”ILz(o’T*;Lz(Q)) < K, f07" YA€ (0, 1)
By Lemma 2.2, since we can construct suitable convergence sequences, by limiting

process n — 00, we see that Theorem 1.2 holds. In this process, the relation that & €
Ou(t)(h(t)) for a.e. in ¢t € (0,T) is proved by employing the idea of [5].



3 Proof of the existence results of (P))

In this section, we state the surgery of the proof of of the existence of a solution of (P),
in Lemma 2.2. First, The basic idea is time discretization problem (cf. [3]). For given
T > 0and A >0, we set 7 = L(m € z) and consider the following time discretization
problem of (P), : Find (w?, A" ) such that

wt — wn—l . 5
-—m—T—m-— —eAG(wr) — divigy (w2 HVRE ] =0 inL?*(Q). (3.1)

n _ pn—1
P = ™ _ vARY, + 81N 1 (k1) =0 inL*(Q). (3.2)
T m

Now, we define a function ¢ on L%(Q2) given by

2|Vz|* for z e H(9Q),
-]
+oo for z € L3() \ H} ()

Since w™~! and h""! are known data, this solution (w?,A™) can be obtained from the
facts that I + 70r2¢ and §=! + 7029 are surjective on L2(f2), where I is the identity
mapping from L?(R) to itself and J;2% is the subdifferential of 1. The surjective property
of g7! + 78127 comes from the abstract theory of maximal monotone in Banach spaces
[2, Corollary 1.3], so that by applying to the following problem : Find @ € H3(Q) such
that

~_1(~\ _ ,.m
w—ﬂ’ﬂ — eAw — div[g (wp VAL =0 inL?(Q). (3-3)

-
we have wy, by setting w? := §~!(@). The important tool to show the existence of a
solution of problem (P), is the following two lemmas.

Lemma 3.1 there exists M = M(e,d,v) > 0 such that

k

>

n=1

he, — hat||?

m

T

k k
+[whlP + 7Y IVunll?+ 7Y ||VAE, — VAR
n=1

n=0

k
HIVREIP +7) |Vl — Ve 2 < M, for1<Vk<m, Vr<1
n=1

Lemma 3.2 for any 7 < 1,

TEm:HAhntP and Ti
n=1 n=1

2
18 bounded.

n n—1
W, — Wy
T

As to Lemma 3.1, first, we multiply w? and A" —h™ 'to (3.1) and (3.2) respectively, and
consider the summation from 1 to k < m for the addition of two analogous test. Lemma
3.1 is a direct consequence of discrete Gronwall’ s lemma for this sum. In this paper, we
omit this proof. Lemma 3.2 is obtained from Lemma 3.1. From now on, we note the
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outline of the proof of Lemma 3.2. For the former results of Lemma 3.2, it follows from
applying (3.14) after multiplying —AA® € L%(Q) and suming up from from 1 to m. Next,
by multiplying g(w*(t))_f("”(t_ﬂ) to (3.12), and summing up from 1 to k (1 < k < M) for

n,
(wor ) S <0 k|2 ~ 2
E + 23 IVa k)| = 11V (wo)l|
2L, & 2
<L CTZ 1R a1V (g1 (wi )P + Lo L TZ AR 2. (34)

n=1
Next, we multiply Uy := 7||h,||%2q) and sum up from 1 to i for k (1 < ¢ < m). Then,
by putting Z; := Si_, 7||RE |2 Q(Q)va(w,’;)ﬂz, we derive that

m 2 m
(3 - €
#rth (L0 +5(2 0 Ivatu? + 52
k=1

where Zy = T||h0||§,2(m||vg(w0)||2 Then by using discrete Gronwall lemma it turns out

that Zk o TIRE |22 Q)HVg £)||? is bounded. By applying this results to (3.4) with
k = M, we see that ||, ||z2(07,2) is bounded. Thus, Lemma 3.2 is proved. ¢
Now, we introduce the following new variable :

w,(t) =wo, h(t)=ho fort <0,

w"’(t) = w:lm h'r(t) = h?n forte ((n — 1)7’, nfr] andn=1,---,m,

and n n—1 h hn 1
Bp(t) = w + 2= Um (4 nr), Ro(t) = hh 4+ 2m M ()
T T

fort € [(n —1)T,n7] and n = 1,--- ,m. Then, system{(3.1) — (3.2)} can be written as
follows by this variable:

W, (t) — eAG(w,(t)) — div[gy (w,(t — 7))Vh(t)] =0 inL?(R), (3.5)

h,(t) — vAh-(£) + 8L}, 4_,y(h.(t = 7)) =0 inL*Q). (3.6)
By applying Lemma 3.1 and Lemma 3.2, there exists a positive constant M such that

||1D7||W‘-2(0,T;L2(Q)) + ||wr||L°°(o,T;L2(a)) + ”wr”L'-’(o,T;Hg,(n)) + ”77';||L2(0,T;L2(Q))

kel 20.1;m30)) + @ |L2013830)) + [hrll oo 0,113 < M-



From Lemma 3.1 and 3.2, we can construct suitable convergence sequences with respect
to 7. In these convergences, a pair (@., h,) and a pair (w,, h,) have respectively, a limit
pair (w, h) and (w, h). However, we can see that as 7 — 0,

|5 — well 20,7520 < 7l || 20,7220 = O-
Hh.,- - h‘r“C([O,T];LZ(Q)) = mta,X7-2||i'L;(t)”iz(Q) < TllhTHL?(O,T;L?(Q)) — 0.

Therefore, we have that h = h, @ = w in L%(Q) a.e. ¢t € (0,T). Also, we note that on
account of the above convergences, we can see that (w.(- — 7), k(- — 7) converges (w, h)
strongly in L?(0, T'; L%(2), in C([0, T); L*(Q)) Finally, by limiting process 7 — 0, we can
prove that (S,2) and (S),3) hold.

4 Proof of uniform estimate independing on A

In this section, we note outline of the derivation of the uniform estimate independing
on A in Lemma 2.2. Also, we denote the approximate solution (wj, hy) as (w, h) for the
sake of simplicity. First of all, we calculate the following items:

[0 (2.5) xg(w)e, [ (2.5) x(—Ag(w)(g(w))),
[II1] (2.6) xhs, [IV] (2.6) x(=AR), [V] (2.6) x3I)(h).

Then, In [I] and [II], we use the following estimate :

IVw VA 3l < 51V3(w)VAl] [3w)

< 5 IVa@VAIP + g
< g5 IV9@) ey 11VAIse) + S 15w
< g { 5IVE e + 31 VAle | + Zllgtw?
< g3 |CIaIRIAs ] + 3 [csompian] } + g
< g | EIvawe + Siaswr]
+ B iwmie + Stanr] b+ 2w (1)

where Cj is a positive constant by a Gagliard Nirenburg’s inequality with one dimensional
case:
[12llzs@ < Collzl|3]|Vz||* for z € H'(), (42)
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and ¢; and & are arbitrary positive constants. Now, we set C; = C{,‘Lg; /8e16¢ and
C, = C(‘)‘Lg; /8e18. Also, (4.1) replaced §(w); by Ag(w) holds. Also, for [III], [IV] and [V],
we use the following lemmas.

Lemma 4.1(cf. [4, Lemmad.1]) Let (w, k) be any solution of problem (P)x. Then,

1 1
ABY — — 1ITh — +12 4 _ R1F2
1) = 55 lllh = fa@)I*IP + 5lIlfaw) - Al
is absolutely continuous on [0, T and the following inequality holds:
—I*(h)<(3 w(B), he) + ol PSR [lwel|  a-e. in (0,T),

Lemma 4.2(cf. [4]) Let (w, h) be any solution of problem (P)y. Then, the following
inequality holds:

(BI3(h), —Ah) > =2Go||BI5 (W) IVG(w)l[Ze(@y = 2ClIOLL (W] |AG(w)]],

where { = cp/8 and (o= &/0% + cL;

Lemma 4.1 can be proved by the same argument in [4] because of w; € L?(€2). Therefore,
we omit this proof. For Lemma 4.2, we define f, := f,05~!. and f; := fy0§~'. Then, by
computing (8I)(h), —Ah), Lemma 5 is proved. By calculating r1[I] + ro[II] + r3[I11] +
r4[IV] + r5[V] through (4.4), Lemma 4.1 and Lemma 4.2, we can obtain that

(50 - —L—) ST m)] 1)l + sl lBel

v (2 + 5 )vatie + (52 + 5 )iwnr+ (a4 )20

tlra(es-1- —L—zi) ~(@re+ @) 183

L2 L
+ [U’f'4 — ( 9 g’l"l + l7"2)] ||Ah||2 + [T5 — (%(7‘3 + 7'5) + E TSV)] |laIA(h ”2

2 4
< Ci(r +12Ly) [IIW(W)II6 +IVAI®| + Ca(r + Tng)§(||A§(w)”2 + IIAhIIQ)

+20o(r4 + vrs)[|BL (M) I VG(w) |74 ()- (4.3)
Now, we have to check that each coefficients are positive. For this aim, it is enough to

check that

T T
Cg = 2—29 — _C%,- > 0, C4 = T2(66 - 1)— <2C2T4 + (2(2)61/7‘5) > 0,
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L2 L 1 ' cor T rsV
— (Lol 1 e _ [ COT5 4 5
Cs:=vry ( 5 T+ 47‘2) >0, Cg:=1g ('—25 + —2 + —25) > 0.

First, let v, e, ¢y and & be satisfied

<4—(jy%5<l/<5—60, vy:=ed—-1<1 and §:=—5—<§.

Then, by taking ry = rs = 1, it easily seen that Cg is positive. Next, by choosing
rn=2LyL and 1, = %(2@)(1 + 1d), we see that C3,Cy and Cs are positive. Thus,
Ci(3 < i £ 6) are positive whenever ¢, d, ¢y and v satisfy the above condition. Then, we
can take 1,73 and £ such that the corresponding coefficients are positive. because of by
the arbitrariness of £, ¢ and r3. Finally, it still remains to estimate the last line of (4.3).
By Gagliard Nirenburg’s inequality in the form of (4.2), we deduce that

26o(ra + vrs) |1, (W] [IVG(w)l[Fe(q)

0 Co 1

(2¢o(ra +vrs))?, . €
< B 950w e + ZIRBIP

< (2C0(7'42:‘2 V7'5))200”v§(w)“3 |1AG(w)]| + %H@I{;(h)”z

2
Ealrs 2 0re)) [ L wgule + 211ag)ie| + 2o mie,
€9 52 2 2
where Cjp is the same as in (4.2) and & and e, are arbitrary positive numbers. There-
fore, it is enough to choose &, and e; such that corresponding coefficients are positive.
Consequently, we conclude that there exists positive numbers C; > 0(7 < i < 15) such
that
Crlg(w)el* + Csl kel | + Col|AG(w)]* + Crol|AR* + Cui||OL5 (B2

+ d
dt
which yields the following the ordinary differential equation :

d 1 1 ~
—L(t) < Cis (“—3— + 3 LB(t) + C’12||Vg(w0)||2 + Cm”th”z for Vt € [O,T]

[cl2r|va<w>n2 T Cul VI + auﬂh)} < Cis [uvgwmﬁ A,

where L(t) := fot{the left hand side of (4.24)}(13 + C12||Vg(wo)||* + C13||Vhol||? for any

t € (0,T). Therefore, by solving this equation, we derive the uniform estimate independ-
ing on A time locally. Thus, the proof of Lemma 2.2 is complete.

5 Future Works

For this problem (P), we are interested in the existence and uniqueness of a solution of
this problem (P) with the following various condition:



32

[I] the uniquness of the local solution in one dimension
(II] a global solution in one dimension
[ITI] a local / global solution in higher dimension

[IV] alocal / global solution of the problem imposed on inhomogenious Dirichlet bound-
ary condition

[V] alocal / global solution of the problem coupled with other equation

[T] At this point, Coll, Kenmochi and Kubo [4] point out that when v > 0, there does not
exist a unique solution of the following system:

he +w; —eAw =0
hs — vAR + g(h,w) + 8I(w) 30,

where g is given smooth function on R, while v = 0, the above problem has a unique
solution. In this problem (P), since v is belong to the interval (v*,8 — c,), which is not
contained 0, we can not obtain a solution of problem (P) with v = 0 as v tends to 0.
Concerning this point, we want to consider the relaxation of assumption. In particular,
the range of v is seem to be narrow. When ¢ is large, the range of v expands while
upper bound of g is small. However, this implies that g; hardly has width. In future, we
consider about such respect as well as the uniqueness results.

[II] and [III] Now, we attempt to prove the existence of a global solution in one dimension,
however, we does not obtain it yet. In proving the local solution of problem (P), (4.1)
is a key estimate, however, by employing (4.1), we show only the existence of the local
solution. Also, regarding with [III], we have to consider three dimensional case, however,
(4.1) only holds in one dimension, and it does not holds in higher dimension. In order to
overcome this difficulty, we considered that [II] and [III] may be proved if it is obtained
the L* bound of the solution, however, it does not works well. In fact, it is difficult to
have L* bound of the solution only condition (A1)-(A4) because of lacking the upper
bound of f, and f;. (In [4], they succeed to derive L™ bound of the solution, since f, and
f4 have a upper bound.) However, it is possible to show the L* bound of the solution
provided that, for instance,

g1(r)=0 onr>1.

From physical point of view, since we does not need to consider the case of w > 1, without
loss of generality, this condition can be assumed. In this case, the following estimate hold
instead of (4.1) in any dimension:

1

9, . - 9
IvwvHP < H{ Gl lagw)F + Szl



However, the term of ||Ag(w)||? and ||Ah|[? with large constant increase compaired with
the local solution, and therefore, there does not exists suitable condition like (1.12) and
(1.13) such that the uniform estimate independent of A can be obtained. Now, we consider
to overcome this difficulty.

[IV] and [V] Inhomogenious Dirichlet boundary case is more natural compaired with
problem (P), and we consider that we can prove a local solution of problem (P)in this
case. Also, this system {(1.1) — (1.2)} with ¢ = v = 0 describes moisture flow in con-
crete, and problem (P) is an approximate problem by spatial diffusion. Actual concrete
carbonation is more complex by various chemical elements, and therefore, we have to
consider the problem coupled with other evolution equation, for example, flows of carbon
dioxide, hydrogen, various ion, and so on. We want to consider the full system include
the restructure of a model of concrete carbonation.
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