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1 Introduction and main result

The Brascamp-Lieb moment inequality plays an important role in statistical mechanics,
such as in the analysis of gradient interface models; see, e.g., [5, 4, 6]. It asserts that
centered moments of a distribution with log-concave density relative to a Gaussian
distribution do not exceed those of the original Gaussian’s; it is used to derive the
tightness of finite-volume Gibbs measures describing the static interface, strict convexity
of the associated surface tension, and so on.

The Skorokhod embedding problem is to find a stopping time T for one-dimensional
Brownian motion B such that B(T) is distributed as a given probability measure on
R. The problem was proposed by Skorokhod [11] and a number of solutions have
been constructed since then ([9]); they are applied to the proof of Donsker’s invariance
principle, robust pricings of options in mathematical finance (see, e.g., [8]), and so on.

In this article we reveal a connection between the Brascamp-Lieb inequality and the
Skorokhod embedding of Bass [1]; as a by-product, we also provide error bounds for
the inequality in terms of variance by applying the It6-Tanaka formula. Let Y be an
n-dimensional Gaussian random variable defined on a probability space (2, F, P) with
law v. Let X be an n-dimensional random variable on (Q, F, P), whose law y is given

in the form
u(dz) = -;-e-"@) Wde), Z:= [ V@ u(da) (L.1)
Rn

with V' : R® — R a convex function. In what follows, we fix v € R (v # 0) arbitrarily.
For a one-dimensional random variable £, we denote its variance by var(§). We set
a:=var(v-Y). Here a - b denotes the inner product of a,b € R*. We also set

2
x)’ t>0, zeR.

1
t;2) == ——==exp| ——
pltia) i= =y (-3
We state the main result of this article.
Theorem 1.1. For every convez function v on R, we have the following.

(i) It holds that
E(-Y—Ep-Y])]>Ep( X - Elo-X])]. (1.2
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More precisely, we have
Ep(w-Y-Ep-Y))2EW (v - X - Efv- X])]
a~!(a—var(v-X))2
/w”(dx)/ dsp( \/x2+a) (1.3)

where " (dz) denotes the second derivative of ¥ in the sense of distribution.
(ii) For every p > 1, it holds that

Ef(w-Y-Ep-Y)<E[¢(v-X — E[v- X])]
+C(a, ¥, q) (a — var(v - X))% . (1.4)

Here C(a,v,q) € [0, 00| is given by

C(a,¢,q)=(a(1+q))%/m¢u(dx)p(l;m;(_?_:5)

with q the conjugate of p: p~* + ¢~ = 1. Note that a — var(v- X) > 0 by (1.2).

The above inequalities (1.2)—(1.4) are understood to hold also in the case that both sides
of them are infinity.

Remark 1.1. (1) The inequality (1.2) is called the Brascamp-Lieb inequality. It was
originally proved by Brascamp and Lieb [2, Theorem 5.1] in the case ¢¥(z) = |z|?, p > 1;
it was then extended to general convex 1’s by Caffarelli [3, Corollary 6] based on analyses
of optimal transportation between u and v, and the related Monge-Ampére equation.
(2) In the case ¥"(R) < oo, letting p — 1 in (1.4) yields

E[(@-Y—E[p-Y])|-E[p(v-X —E[v- X])] < 71=¢ (R) (a — var(v- X))? .

[T

Taking ¢(z) = |z| and some manipulation show that

E[]v-X—E[v-X]|]> 1
var(v - X) ~ y/2nvar(v-Y)

for any convex V.
(3) In the case ¥(x) = z?, inequalities (1.3) and (1.4) hold merely in the trivial manner.

We remark that if V' € C%(R"), then var(v - X) admits the upper bound
/ p(dr)v- (E71+ DV (z)) v,

which is less than or equal to a = v - Zv; see [2, Theorem 4.1]. Here ¥ is the covariance
matrix of the Gaussian v and D?V is the Hessian of V.

In the sequel, for every real-valued function f on R and for every z € R, we denote
respectively by f,(z) and f’(z) the right- and left-derivatives of f at z if they exist.
For each z,y € R, we write z A y = min{z,y} and z* = max{z, 0}.



2 Proof of Theorem 1.1

In this section we give a proof of Theorem 1.1. Without loss of generality, we may
assume that v is centered: E[Y] = 0. Moreover, Theorem 4.3 of [2] reduces the proof
to the case n = 1; that is, the density of the law P o (v- X)™" relative to the one-
dimensional Gaussian measure P o (v-Y)™" is log-concave. Therefore in what follows,
we take the Gaussian measure v in (1.1) as

1 x?
v(dz) = exp| —— )dx, =z €R,
(dz) o p( 23)

and V as a convex function on R. We accordingly write X and Y for v+ X and v- Y/,
respectively; that is, X is distributed as y and Y as v.

2.1 Proof of (1.2)

In this subsection we prove the inequality (1.2) in Theorem 1.1. Let F, denote the
distribution function of u:

F,(z) = %/ e VW y(dy), zeR.

We also set

1 ’ 1
&(z) = E/ exp (——2—y2> dy, z €R,

and
g:= Fu_lo@; (2.1)

Here F; 1:(0,1) — R is the inverse function of F,. It is obvious that g is strictly
increasing. By convexity of V' we have moreover

Lemma 2.1. It holds that ¢’(z) < v/a for all x € R.

We postpone the proof of this lemma to Subsection 2.3. Once this lemma is shown,
the proof of (1.2) is straightforward from the Skorokhod embedding of Bass [1]; for
other types of embeddings, refer to the detailed survey [9] by Obldj. Let {W;};>0 be a
standard one-dimensional Brownian motion on (2, F, P).

Proof of (1.2). Note that g(W;) is distributed as u. Applying Clark’s formula to g(W1)
yields

1
g(W1) — E [g(W1)] =/ a(s,Wy)dW, P-as.,
0
where for 0 < s <1 and y € R,

als,9) ::%E 9y + Wi_y)
—Eld(y + Wisy)]. (2.2)
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By the Dambis-Dubins-Schwarz theorem (see, e.g., [10, Theorem V.1.6]), there exists a
Brownian motion {B(t)}:>0 on (2, F, P) such that

t t
/ a(s,W;)dW, = B (/ a(s, W,)? ds) forall 0 <t <1, P-as.
0 0

We know from [1] that T := fol a(s, Ws)? ds is a stopping time in the natural filtration of
B. Moreover, by (2.2) and Lemma 2.1, we have T' < a P-a.s. We denote by {Lf}:>0zer
the local time process of B. For every z € R, Tanaka’s formula yields

B ((B@)~2)") = B [(BT) ~ )] + 3B [L ~ L3], (23
B ((z - B@))"] = B[~ BO)"] + 3B - I5]. (2.4
From (2.3) and (2.4), it follows that for every convex %,

Bl (B@)) = B{Y (B + 5 [ v'(da) BILE - I3] (25)
Indeed, by Fubini’s theorem,

Y'(dz) E [(B(a) — a:)+] -I-/ Y'(dz) E [(:1: - B(a))+]

[0,00) (—00,0)
= E [y (B(a)) - ¢_(0)B(a) — %(0)]
= E[p (B(a))] — ¥(0),
which is equal, by (2.3), (2.4) and F[B(T)] = 0, to the right-hand side of (2.5) with

1(0) subtracted. Hence (2.5) holds. As T' < a a.s. and ¥” > 0, it is immediate from
(2.5) that

E[y (B(a))] = Ey (B(T))], (2.6)

which is nothing but (1.2) since
B(T) = g(Wh) - Elg(W)] € X - B[X] (27)
and B(a) @Y. The proof is complete. a

Remark 2.1. (1) For any convex 1 such that f; ¢’ (B(s))dB(s) is a martingale, the
identity (2.5) is immediate from the It6-Tanaka formula.

(2) For any convex ¢ such that E [|¢ (B(a))|] < oo (i.e., E [ (B(a))] < o0), the inequal-
ity (2.6) follows readily from the optional sampling theorem applied to the submartingale

{¥(B()}o<t<a-



2.2 Proof of (1.3) and (1.4)

In this subsection we prove the inequalities (1.3) and (1.4) in Theorem 1.1. We keep
the notation in the previous subsection. By (2.5), the proof is reduced to showing the
following proposition.

Proposition 2.1. (1) It holds that for all x € R,
a~!(a—var(X))
E[L{ - L7] > / dsp (s; z? + a) . (2.8)
0
(2) Let p > 1 and let q be such that p~* + ¢! = 1. It holds that for all x € R,
E[L?— I£] <2(a(l +q))% p ( —-——3’———) (a — var(X))% . (2.9)
a(l+q)

To prove these estimates, we prepare a lemma,; for the proof, see [7].

Lemma 2.2. For everyt > 0 and x € R, we have

E[L]] = /t dsp(s; ) (2.10)
~2 [T ay - lel)* el (211)
:2/0 dy (\/Zy— |-’E|)+p(1;y)- (2.12)

The proof of the proposition proceeds as follows: Recall T < a a.s.

Proof of Proposition 2.1. (1) By the strong Markov property of Brownian motion,

E[L*- 1% =E [E [LZ77] (2.13)

(t,2)=(T, B(T))]

By (2.12), this is rewritten as
.+_
2F U dy (va —Ty~|z- (T)i) p(L; y)} :
0
Using Fubini’s theorem and Jensen’s inequality, we estimate this from below by
oo +
2 [“ay (B[va=Ty - Bllz - BO)I) plLi).
0

By the optional sampling theorem and Schwarz’s inequality,

Ellz— B(T)|] < E[|lz - B(a)l]
<Vz? +a.
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Plugging this and using the identity between (2.12) and (2.10) lead to

plz-zs [

dsp(s; :c2+a).
0

Since v/a —t > a"1/2(a —t) for 0 < t < a, we see that

E|Va- T]2 > a1 (a — E[T])?
=a~" (a —var(X))*,

where the equality follows from Wald’s identity
E[T) = E [B(T)?] (2.14)

and from (2.7). This proves (2.8).
(2) First we show that for every t > 0 and z € R,

[/ dsp(s;|zr— B T)|J / dsp(s; z). (2.15)

By the identity between (2.10) and (2.11), and by Fubini’s theorem, the left-hand side
is equal to

2 [ B[y~ 1o - B o) (216)

We note the identity (y — |z — 2|)* = (z ~z +y)T A (z + y — 2)* for 2z € R, to bound
the expectation in the integrand from above by

E[(B(T)-z+y)"]| AE[(x+y - B(T))"]

<E[B(@)-z+y) | AE[(z+y - B(a))"]

=E|[(B(a) +y—|z)'].
Here for the inequality, we used the optional sampling theorem; the equality follows

from the monotonicity of F [(B(a) -x+ y)+] in x and the symmetry in the sense that
E[(B(a) - (-z) +y)"] = E[(z + y — B(a))"]. Therefore (2.16) is dominated by

2 / dy / dz (z +y — |2))* p(a; 2Dp(t;9)
0 R
Vva-ltu

=2—Ldu (\/a+tu—|x|)+p(1;u)/ dvp(1;v)

—00

< 2/000du (Va+tu—|z))" p(1;u),

where we changed variables with u = %& and v = —\/?—-L for the equality. Now (2.15)
follows from the identity between (2.12) and (2.10).



By (2.13), (2.10) and Hélder’s inequality,

Bz —I3] < (%)_E U:T%}%Eandsp(s;mx—Bw)D]q

_ (?.)515(151“[47 [\/a‘i?]E qu dsp (s; |z — B(T)|) %

<

Vs

By Jensen’s inequality, and by (2.14) and (2.7),
E [\/a - T] < (a— E[T])? = (a - var(X))? .

[

Moreover, by (2.15),

ag™? a(l+q1)
B[ dsple-B@)| < [ dsplso
Jo 0
1
2a(1+q)\?2 qz?
< (=2 —_— L
- ( g ) eXp{ 2a(1+9q)
Combining these leads to (2.9) and ends the proof of Proposition 2.1. O
Proof of (1.3) and (1.4). They are immediate from (2.5) and Proposition 2.1. O

2.3 Proof of Lemma 2.1

We conclude this article with the proof of Lemma 2.1; the assertion itself is nothing
but that of [3, Theorem 11] in one-dimension, where a more direct proof is possible. To
begin with, note that we only need to consider the case a = 1; indeed, setting

Va=v (e, R =2 [ en(-3-T0)a

we have F,(z) = ﬁu (z/+/a), from which it follows that
-1 _ -1
F lo®(z) = VaF, ' o ®(z).
Therefore the assertion of Lemma 2.1 is equivalent to
~ /
(F " lo <I>) <1.

Note that V remains convex.
From now on we let a = 1. We utilize the following:

Lemma 2.3. It holds that for all x € R,

Fi(z) > (z+V.(2)).



Proof. Since V(y) — V(z) > V/(z)(y — z) for all z,y € R, we have

i fen (-3 )
< exp (%ﬁ) /Rexp {—%y2 -V (z)(y — x)} dy

:mﬁé@+W@W}xzm

which is the desired inequality.
Lemma 2.1 follows readily from the above lemma.
Proof of Lemma 2.1. Since

Von P'(z)
9(2) = FloF,1(3(z))’

the assertion of the lemma with a = 1 is equivalent to
G&):=F,oF, () —®o®7'(£) 20 forall £ € (0,1).
First note that

G(0+) = G(1-) = 0
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(2.17)

(2.18)

because both F}, o F;! and & o ®~! are zero at £ = 0+ and £ = 1—. Next, G is both
right- and left-differentiable since F}, is and since F}; ! js monotone. Suppose now that

G has a local minimum at some & € (0,1). Then G’ (&) < 0 < G’ (&). Since

(F.).,

GL(E) =~ o FH(©) + @74(¢)

= - (z+ Vi()) | +371(9),

z=F;*(€)

we have
(2 + V(@) laeppr < 7 (60) < (@+ V@) |,_prie),
which indicates that
@—1(50) = (117 + V_’_(.’IZ)) |x=F,,_1(§o)'
Hence by Lemma 2.3

G(&) = {Fu(@) = ¥ (z + VI(@)) } |, gy 2 O-

Combining this observation with (2.18), we conclude (2.17). The proof is complete. [1
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