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Abstract

We consider calculating approximate greatest common divisor (GCD) of univariate polynomials with semidefinite programming (SDP). In our method for calculating approximate GCD, the derived constrained optimization problem has nonconvex constraints in general, which may cause a difficulty for finding proper perturbations for the input polynomials with finding an approximate GCD of the given degree. On the other hand, SDP is a convex programming and widely used in approximating or relaxing nonconvex programs into convex ones for seeking better optimizer, thus SDP will be useful for solving various problems in symbolic-numeric computation including an approximate GCD problem. In this paper, we show attempts for calculating approximate GCD with Lasserre's SDP relaxation and an SDP relaxation of quadratic constrained quadratic programming (QCQP) using an SDP solver SDPA by an example.

1 Introduction

For algebraic computations on polynomials and matrices, approximate algebraic algorithms are attracting broad range of attentions recently. These algorithms take inputs with some "noise" such as polynomials with floating-point number coefficients with rounding errors, or more practical errors such as measurement errors, then, with minimal changes on the inputs, seek a meaningful answer that reflect desired property of the input, such as a common factor of a given degree. By this characteristic, approximate algebraic algorithms are expected to be applicable to more wide range of problems, especially those to which exact algebraic algorithms were not applicable.

As an approximate algebraic algorithm, we consider calculating the approximate greatest common divisor (GCD) of univariate polynomials, such that, for a given pair of polynomials and a degree $d$, finding a pair of polynomials which has a GCD of degree $d$ and whose coefficients are perturbations from those in the original inputs, with making the perturbations as small as possible, along with the GCD. This problem has been extensively studied with various approaches including the Euclidean method on the polynomial remainder sequence (PRS) ([2], [18], [19]), the singular value decomposition (SVD) of the Sylvester matrix ([4], [6]), the QR factorization of the Sylvester matrix or its displacements ([5], [27], [30]), Padé approximation [15], optimization strategies ([3], [8], [9], [11], [13], [28]). Furthermore, stable methods for ill-conditioned problems have been discussed ([5], [14], [17]).
Among methods in the above, we focus our attention on optimization strategies. Already proposed algorithms utilize iterative methods including the Levenberg-Marquardt method [3], the Gauss-Newton method [28] and the structured total least norm (STLN) method ([8], [9]). Among them, STLN-based methods have shown good performance calculating approximate GCD with sufficiently small perturbations efficiently.

Recently, the present author has proposed a method called GPGCD ([21], [22], [23]). This is an iterative method with transferring the original approximate GCD problem into a constrained optimization problem, then solving it by the so-called modified Newton method [20], which is a generalization of the gradient-projection method [16]. We have shown that our method calculates approximate GCD with perturbations as small as those calculated by the STLN-based methods and with significantly better efficiency than theirs.

However, we may face a difficulty that, from a given pair of polynomials, we cannot calculate proper perturbation so that the given polynomials have an approximate GCD of the given degree. One reason is that the derived optimization problem has nonconvex constraints which will be very hard to solve in general, and the GPGCD method depends on Newton-like iterative method with local convergence. Thus, in such a case that the pair of input polynomials lies too far away from their approximate GCDs of the given degree, we may fail to find an approximate GCD.

In our setting of the approximate GCD problem, calculation of approximate GCD depends on how we can find a good answer for derived polynomial optimization problem (POP). In this paper, we consider calculating approximate GCD with semidefinite programming (SDP) for finding better optimizers. SDP is a convex optimization programming, thus, by approximating or relaxing a non-convex optimization problem including our approximate GCD problems with SDP, we can expect to obtain satisfactory answers which have never been obtained by our previous methods. In the context of symbolic-numeric computation, while recent research results include the sum of squares (SOS) relaxation and certification of global optimization problems for polynomials ([7], [10], [13]), we focus our attention on two SDP relaxations: one is Lasserre's relaxation for general POP [12] and the other is relaxation of quadratically constrained quadratic programming (QCQP). We show examples of our attempts for calculation of approximate GCD by these relaxations with an SDP solver SDPA [26].

The rest part of the paper is organized as follows. In Section 2, we review how to transform the approximate GCD problem into a constrained minimization problem as in the GPGCD method [22]. In Section 3, we review SDP relaxations for general POP by Lasserre and QCQP. In Section 4, we show results of computations of our attempt for calculation of approximate GCD with an SDP solver SDPA for both relaxations by examples. In Section 5, we discuss future direction of research for overcoming problems in computing approximate GCD by SDP according to the results in the previous section.

2 Formulation of the Approximate GCD Problem

Let $F(x)$ and $G(x)$ be univariate polynomials with the real or the complex coefficients, given as

$$F(x) = f_{m}x^{m} + f_{m-1}x^{m-1} + \cdots + f_{0}, \quad G(x) = g_{n}x^{n} + g_{n-1}x^{n-1} + \cdots + g_{0},$$
with \( m \geq n > 0 \). We permit \( F \) and \( G \) to be relatively prime in general. For a given integer \( d \) satisfying \( n \geq d > 0 \), let us calculate a deformation of \( F(x) \) and \( G(x) \) in the form of

\[
\begin{align*}
\tilde{F}(x) &= f_m x^m + \cdots + f_0 x^0 = F(x) + \Delta F(x) = H(x) \cdot \tilde{F}(x), \\
\tilde{G}(x) &= \tilde{g}_n x^n + \cdots + \tilde{g}_0 x^0 = G(x) + \Delta G(x) = H(x) \cdot \tilde{G}(x),
\end{align*}
\]

(1)

where \( \Delta F(x) \), \( \Delta G(x) \) are polynomials whose degrees do not exceed those of \( F(x) \) and \( G(x) \), respectively. \( H(x) \) is a polynomial of degree \( d \), and \( \tilde{F}(x) \) and \( \tilde{G}(x) \) are pairwise relatively prime. If we find \( \tilde{F}, \tilde{G}, \tilde{F}, \tilde{G} \) and \( H \) satisfying (1), then we call \( H \) an approximate GCD of \( F \) and \( G \). For a given degree \( d \), we tackle the problem of finding an approximate GCD \( H \) with minimizing the norm of the deformations \( ||\Delta F(x)||_2^2 + ||\Delta G(x)||_2^2 \).

In the case \( \tilde{F}(x) \) and \( \tilde{G}(x) \) have a GCD of degree \( d \), then the theory of subresultants tells us that the \((d - 1)\)-th subresultant of \( \tilde{F} \) and \( \tilde{G} \) becomes zero, namely we have \( S_{d-1}(\tilde{F}, \tilde{G}) = 0 \), where \( S_k(\tilde{F}, \tilde{G}) \) denotes the subresultant of \( \tilde{F} \) and \( \tilde{G} \) of degree \( k \). Then, the \((d - 1)\)-th subresultant matrix

\[
N_{d-1}(\tilde{F}, \tilde{G}) = \begin{pmatrix}
\tilde{f}_m & \tilde{g}_n \\
\vdots & \vdots \\
\tilde{f}_0 & \tilde{g}_0 \\
\end{pmatrix},
\]

(2)

where the \( k \)-th subresultant matrix \( N_k(\tilde{F}, \tilde{G}) \) is a submatrix of the Sylvester matrix \( N(\tilde{F}, \tilde{G}) \) by taking the left \( n - k \) columns of coefficients of \( \tilde{F} \) and the left \( m - k \) columns of coefficients of \( \tilde{G} \), has a kernel of dimension equal to 1. Thus, there exist polynomials \( A(x), B(x) \in \mathbb{R}[x] \) or \( \mathbb{C}[x] \) satisfying

\[
A\tilde{F} + B\tilde{G} = 0,
\]

(3)

with \( \deg(A) < n - d \) and \( \deg(B) < m - d \) and \( A(x) \) and \( B(x) \) are relatively prime. Therefore, for the given \( F(x) \), \( G(x) \) and \( d \), our problem is to find \( \Delta F(x) \), \( \Delta G(x) \), \( A(x) \) and \( B(x) \) satisfying Eq. (3) with making \( ||\Delta F||_2^2 + ||\Delta G||_2^2 \) as small as possible.

Assuming that we have \( F(x) \) and \( G(x) \) as polynomials with the real coefficients and find an approximate GCD with the real coefficients as well, we represent \( A(x) \) and \( B(x) \) with the real coefficients as

\[
A(x) = a_{n-d}x^{n-d} + \cdots + a_0x^0, \quad B(x) = b_{m-d}x^{m-d} + \cdots + b_0x^0,
\]

(4)

respectively, thus \( ||\Delta F||_2^2 + ||\Delta G||_2^2 \) and Eq. (3) become

\[
||\Delta F||_2^2 + ||\Delta G||_2^2 = (\tilde{f}_m - f_m)^2 + \cdots + (\tilde{f}_0 - f_0)^2 + (\tilde{g}_n - g_n)^2 + \cdots + (\tilde{g}_0 - g_0)^2,
\]

(5)

\[
N_{d-1}(\tilde{F}, \tilde{G}) \cdot v = 0,
\]

(6)

respectively, with \( N_{d-1}(\tilde{F}, \tilde{G}) \) as in (2) and

\[
v = (a_{n-d}, \ldots, a_0, b_{m-d}, \ldots, b_0).
\]

(7)

Then, Eq. (6) is regarded as a system of \( m + n - d + 1 \) equations in \( \tilde{f}_m, \ldots, \tilde{f}_0, \tilde{g}_n, \ldots, \tilde{g}_0, a_{n-d}, \ldots, a_0, b_{m-d}, \ldots, b_0, \) as

\[
q_1 = \tilde{f}_m a_{n-d} + \tilde{g}_n b_{m-d} = 0, \ldots, q_{m+n-d+1} = \tilde{f}_0 a_0 + \tilde{g}_0 b_0 = 0,
\]

(8)
by putting \( q_j \) as the \( j \)-th row. Furthermore, for solving the problem below stably, we add another constraint enforcing the coefficients of \( A(x) \) and \( B(x) \) such that \( \|A(x)\|_2^2 + \|B(x)\|_2^2 = 1 \); thus we add
\[
q_0 = a_{n-d}^2 + \cdots + a_0^2 + b_{m-d}^2 + \cdots + b_0^2 - 1 = 0
\] (9)
into Eq. (8).

Now, we substitute the variables
\[
(f_m, \ldots, f_0, g_n, \ldots, g_0, a_{n-d}, \ldots, a_0, b_{m-d}, \ldots, b_0)
\] (10)
as
\[
x = (x_1, \ldots, x_{2(m+n-d+2)})
\] (11)
thus Eq. (5) and (8) with (9) become
\[
f(x) = (x_1 - f_m)^2 + \cdots + (x_{m+1} - f_0)^2 + (x_{m+2} - g_n)^2 + \cdots + (x_{m+n+2} - g_0)^2,
\] (12)
\[
q(x) = (q_0(x), q_1(x), \ldots, q_{m+n-d+1}(x)) = 0,
\] (13)
respectively. Therefore, the problem of finding an approximate GCD can be formulated as a constrained minimization problem of finding a minimizer of the objective function \( f(x) \) in (12), subject to \( q(x) = 0 \) in Eq. (13).

3 Semidefinite Programming

Semidefinite programming (SDP) can be regarded as a generalization of linear programming (LP). Let \( S^n \) be a set of the \( n \times n \) real symmetric matrices, and let \( A_i \in S^n \) \((i = 1, \ldots, m)\) be constant matrices, \( X \in S^n \) be a variable matrix, \( b_i \in \mathbb{R} \) \((i = 1, \ldots, m)\) be constants. Then, a standard form of SDP is denoted as
\[
\min \ A_0 \bullet X \quad \text{s.t.} \quad A_i \bullet X = b_i, \quad i = 1, \ldots, m, \quad X \succeq O,
\]
where, for \( U, V \in S^n \), \( U \bullet V \) denotes an inner product of \( U \) and \( V \) as \( \sum_{i=1}^{n} \sum_{j=1}^{n} U_{ij}V_{ij} \).

Let us refer to the above problem as a primal SDP. Then, an analogous to LP, a dual SDP can denoted as
\[
\max \ \sum_{i=1}^{m} b_i z_i \quad \text{s.t.} \quad \sum_{i=1}^{m} A_i z_i + Y = A_0, \quad Y \succeq O,
\]
where \( z_i \in \mathbb{R} \) and \( Y \in S^n \).

SDP is a special class of convex programming which includes LP and (convex) quadratically constrained quadratic programming (QCQP). With this and other reasons [24], there arise active research in various optimization problems by approximating or relaxing them into SDP to search optimizer effectively and efficiently. We review two types of SDP relaxation of POP as follows.
3.1 Lasserre’s SDP relaxation

In this section, we review Lasserre’s SDP relaxation for general POP [12]. For \( x = (x_1, \ldots, x_n) \in \mathbb{R}^n \) and \( f_0, \ldots, f_m \in \mathbb{R}[x_1, \ldots, x_n] \), let us consider an optimization problem:

\[
p^* = \min f_0(x) \quad \text{s.t.} \quad f_j(x) \geq 0, \quad j = 1, \ldots, m.
\]  

For \( j = 0, 1, \ldots, m \), let \( d_j = \lceil \deg(f_j)/2 \rceil \). For given positive integer \( d \), let \( u_d \) be a \((n+d)\)-dimensional row vector defined as

\[
u_d(x) = (1, x_1, \ldots, x_n, x_1^2, x_1x_2, \ldots, x_1^d, \ldots, x_n^d).
\]

Then, for any integer \( N \) satisfying \( N \geq \max_{j=0,\ldots,m}d_j \), define

\[
M_N(x) = (u_N(x))^T u_N(x), \quad f_j(x) M_{N-d_j}(x) = f_j(x) (u_{N-d_j}(x))^T u_{N-d_j}(x).
\]

Note that total degree of the term in the element of \( f_j(x) M_{N-d_j}(x) \) does not exceed \( 2N \). Then, we see that \( M_N(x) \succeq O \) for any \( x \in \mathbb{R}^n \) and \( f_j(x) M_{N-d_j}(x) \succeq O \) for \( x \) satisfying (14).

In the next step, we “linearize” variable \( x \) with \( y_a \), as follows. For nonnegative integers \( a_1, \ldots, a_n \), let \( a = (a_1, \ldots, a_n) \) and denote \( x_1^{a_1} \cdots x_n^{a_n} \) to \( x^a \). Then, let us express a monomial \( x^a \) with a “linearized” variable \( y_a \). For \( x^a \) belonging to the support of \( f \), or \( \text{supp}(f) = \{a | c_a \neq 0 \text{ for } f(x) = \sum_{a \in \mathbb{Z}_+^n} c_a x^a \} \), define \( y = \{y_a | a \in \text{supp}(f), a 
eq (1, \ldots, 0) \} \). Note that, in the linearized parameter \( y_a \), we transform \( x^0 \) to 1 thus \( y_0 = 1 \not\in y \). Then, for \( f_j(x) M_{N-d_j}(x) \) expressed as

\[
f_j(x) M_{N-d_j}(x) = A_0^j + \sum_a x^a A_a^j,
\]

where \( A_0^j \) is a matrix with only \((1, 1)\) element is nonzero and \( A_a^j \) is a symmetric matrix, we obtain

\[
f_j(y) M_{N-d_j}(y) = A_0^j + \sum_a y_a A_a^j.
\]

Furthermore, for \( M_N(x) \) expressed as

\[
M_N(x) = E_0 + \sum_a x^a E_a,
\]

where \( E_0 \) is a matrix with \((E_0)_{1,1} = 1\) and the other element is equal to 0 and \( E_a \) is a matrix of 0 or 1 entries, we obtain

\[
M_N(y) = E_0 + \sum_a y_a E_a.
\]

With the above transformation, we obtain an SDP as

\[
\min \ f_0(y) \quad \text{s.t.} \quad E_0 + \sum_a y^a E_a \succeq O, \quad A_0^j + \sum_a y_a A_a^j \succeq O,
\]

which is a relaxation of (14) with \( y_a = x^a \).
3.2 SDP Relaxation of Quadratically Constrained Quadratic Programming (QCQP)

The following relaxation is known as Shor's relaxation scheme [29]. We consider the following form of quadratically constrained quadratic programming (QCQP) problem:

\[
\begin{align*}
\min & \quad f_0(x) = x^T A_0 x + b_0^T x \\
\text{s.t.} & \quad f_i(x) = x^T A_i x + b_i^T x + c_i \leq 0, \quad i \in I, \\
& \quad g_i(x) = x^T A_i x + b_i^T x + c_i = 0, \quad i \in E,
\end{align*}
\]

where \( A_i \in S^n \), \( x \in \mathbb{R}^n \) and \( I \) and \( E \) are sets of indices. Then, an SDP relaxation can be obtained as

\[
\begin{align*}
\min & \quad A_0 \bullet X + b_0^T x \\
\text{s.t.} & \quad A_i \bullet X + b_i^T x + c_i \leq 0, \quad i \in I, \\
& \quad A_i \bullet X + b_i^T x + c_i = 0, \quad i \in E, \\
& \quad \begin{pmatrix} 1 & x^T \\ x & X \end{pmatrix} \succeq 0,
\end{align*}
\]

where \( X = xx^T \).

4 SDP Relaxations of Approximate GCD Problem by an Example

In this section, we show how SDP relaxations in the above can be applied to our approximate GCD problem by an example.

4.1 An Example Problem

Here is an example of approximate GCD problem with input polynomials \( F(x) \) and \( G(x) \) as

\[
F(x) = (x + 2.5)(x + 1.2) + 0.03x - 0.01 = x^2 + 3.73x + 2.99, \\
G(x) = x + 2.6,
\]

and the degree of the GCD as \( d = 1 \).

With our formulation, we seek polynomials \( \tilde{F}(x) = \tilde{f}_2 x^2 + \tilde{f}_1 x + \tilde{f}_0, \tilde{G}(x) = \tilde{g}_1 x + \tilde{g}_0, \tilde{A}(x) = \tilde{a}_0, \)

\( \tilde{B}(x) = \tilde{b}_1 x + \tilde{b}_0 \) satisfying (3), which can also be expressed as

\[
\begin{pmatrix} \tilde{f}_2 & \tilde{g}_1 \\ \tilde{f}_1 & \tilde{g}_0 & \tilde{g}_1 \\ \tilde{f}_0 & \tilde{g}_0 \end{pmatrix} \begin{pmatrix} \tilde{a}_0 \\ \tilde{b}_1 \\ \tilde{b}_0 \end{pmatrix} = 0,
\]

using \( N_0(\tilde{F}, \tilde{G}) \) as in (2). By adding a constraint on the norm of \( \tilde{A}(x) \) and \( \tilde{B}(x) \) as in (9) and substituting the variables as

\[
x = (x_1, \ldots, x_8) = (\tilde{f}_2, \tilde{f}_1, \tilde{f}_0, \tilde{g}_1, \tilde{g}_0, \tilde{a}_0, \tilde{b}_1, \tilde{b}_0),
\]

(16)
as in (10) and (11), then we have an objective function $f(x)$ as
\[
 f(x) = (x_1 - 1)^2 + (x_2 - 3.73)^2 + (x_3 - 2.99)^2 + (x_4 - 1)^2 + (x_5 - 2.6)^2, \tag{17}
\]
and constraints as
\[
 q_0(x) = x_6^2 + x_7^2 + x_8^2 - 1 = 0, \quad q_1(x) = x_1x_6 + x_4x_7 = 0, \quad q_2(x) = x_2x_6 + x_5x_7 + x_4x_8 = 0, \quad q_3(x) = x_3x_6 + x_5x_8 = 0. \tag{18}
\]
With the GPGCD method, we have calculated $\tilde{F}(x)$ and $\tilde{G}(x)$ as
\[
 \tilde{F}(x) = x^2 + 3.75113701175496x + 3.00438744138066, \quad \tilde{G}(x) = x + 2.59206678142237,
\]
with an approximate GCD as $\tilde{G}(x)$ and the sum of squares of the 2-norm of perturbation as $3.905693416 \times 10^{-5}$.

4.2 SDPA: an SDP Solver

SDPA is an SDP solver "based on Mehrotra-type predictor-corrector infeasible primal-dual interior-point method [26]." It handles the standard form SDP and its dual, and is implemented in C++ using the LAPACK [1] for matrix computations.

SDPA is designed to solve SDP with the following primal ($\mathcal{P}$) and dual ($\mathcal{D}$) input forms, respectively:
\[
 \mathcal{P} : \quad \min \sum_{i=1}^{m} c_i x_i \quad \text{s.t.} \quad X = \sum_{i=1}^{m} F_i x_i - F_0, \quad X \succeq O, \tag{19}
\]
\[
 \mathcal{D} : \quad \max F_0 \bullet Y \quad \text{s.t.} \quad F_i \bullet Y = c_i, \quad i = 1, \ldots, m, \quad Y \succeq O, \tag{20}
\]
where $c = (c_1, \ldots, c_m)^T$ is a cost vector and $x = (x_1, \ldots, x_m)^T$ is a variable vector, $X \in S^n$, $Y \in S^n$ are variable matrices of dimension $n \times n$.

4.3 Lasserre’s SDP Relaxation

We have tested the relaxation with $N = 1$ and 2.

In the case of $N = 1$, we have defined
\[
 u_1(x) = (1, x_1, \ldots, x_8), \quad M_1(x) = u_1(x)^T u_1(x),
\]
and
\[
 u_0(x) = (1), \quad q_j(x)M_0(x) = (q_j(x)),
\]
for $j = 0, 1, 2, 3$. Thus, by following Lasserre’s SDP relaxation, we have obtained the SDP problem as in (15) with
\[
 M_1(x) = E_0 + \sum_{a} y^a E_a \succeq O, \quad f_j(y)M_0(y) = (1) + \sum_{a} c_a y_a (1),
\]
for \( j = 0, 1, 2, 3 \), with \( E_0 \) and \( E_a \) are defined as in the above, and \( a = (i_1, \ldots, i_8) \) with \( i_j \geq 0 \) and \( i_1 + \cdots + i_8 = 2 \). Furthermore, since the constraints in our problem are equality constraints, we have added constraints \( f_{4+j}(y) = -f_j(y) \) for \( j = 0, \cdots, 3 \), thus we have 9 constraints in total.

To make an SDPA input, we have to combine several constraints into one, which can be done simply by making \( \overline{E}_0 = \text{diag}(E_0, A_0^1, \ldots, A_0^9) \) and \( \overline{A}_a = \text{diag}(E_a, A_a^1, \ldots, A_a^9) \), where \( \text{diag}(A_1, \ldots, A_n) \) denotes the diagonal matrix whose diagonal blocks consist of \( A_1, \ldots, A_n \). Then we put \( F_0 = -\overline{E}_0, F_i = \overline{A}_a \) and \( c_i = c_a \) in (19). A relaxation with \( N = 2 \) can also be obtained similarly.

In the case of degree 1 relaxation, we have obtained an SDP problem with 44 variables and matrices of dimension 15 with each of which have only few elements. In the case of degree 2 relaxation, we have obtained an SDP problem with 200 variables and matrices of dimension 117.

Unfortunately, in both cases of SDPA calculation, the iterations have stopped in 3 times for degree 1 relaxation and 7 times for degree 2 relaxation, reporting "pdINF", which means there is a possibility that the primal problem (19) and/or the dual problem (20) is infeasible. In the case of degree 1 relaxation, the calculated minimum value for primal optimization problem was \(-4.4273467134781560 \times 10^4 \). In the case of degree 2 relaxation, the calculated minimum value for primal optimization problem was \(-4.2769453981338473 \times 10^{-1} \).

### 4.4 SDP Relaxation of QCQP

We see that our formulation of approximate GCD problem is a QCQP, thus we have tried to solve its SDP relaxation by SDPA.

Let

\[
y = (1, x_1, \ldots, x_8), \quad Y = yy^T,
\]

where \( x_1, \ldots, x_8 \) are defined as in (16), we can express the optimization problem as

\[
\min \quad f(x) = A \cdot Y \quad \text{s.t.} \quad q_j(x) = B_j \cdot Y = 0, \quad j = 0, \ldots, 4,
\]

where \( f(x) \) and \( q_j(x) \) are defined as in (17) and (18), respectively, and \( A \) and \( B_j \) are real symmetric matrices.

Expressing the approximate GCD problem in (22) has several advantages over Lasserre’s SDP relaxation such as that the same problem can be expressed with fewer number of variables. In this case, we set \( 9 \times 9 \) matrices as follows:

- **A variable matrix** \( Y = (x_i x_j)_{ij} \) for \( i = 0, \ldots, 8 \) and \( j = 0, \ldots, 8 \) with \( x_0 = 1 \);

- **Coefficient matrices as:**
  - \( A = (a_{ij}) \) with 16 nonzero elements;
  - \( B_1 = (b_{i,j}^{(1)}) \) with \( b_{i,j}^{(1)} = b_{5,8}^{(1)} = b_{9,9}^{(1)} = 1 \);
  - \( B_2 = (b_{i,j}^{(2)}) \) with \( b_{i,j}^{(2)} = b_{1,2}^{(2)} = b_{5,8}^{(2)} = b_{8,5}^{(2)} = 1/2 \);
  - \( B_3 = (b_{i,j}^{(3)}) \) with \( b_{8,7}^{(3)} = b_{1,3}^{(3)} = b_{5,9}^{(3)} = b_{6,9}^{(3)} = b_{7,8}^{(3)} = b_{9,5}^{(3)} = 1/2 \);
  - \( B_4 = (b_{i,j}^{(4)}) \) with \( b_{4,7}^{(4)} = b_{7,4}^{(4)} = b_{6,9}^{(4)} = b_{9,6}^{(4)} = 1/2 \).
$Y = \begin{pmatrix}
1.0 & 2.0 & 7.46 & 5.98 & 2.0 & 5.2 & 0.0 & 0.0 & 0.0 \\
2.0 & 4.0 & 14.92 & 11.96 & 4.0 & 10.40 & 0.0 & 0.0 & 0.0 \\
7.46 & 14.92 & 55.65 & 44.61 & 14.92 & 38.79 & 0.0 & 0.0 & 0.0 \\
5.98 & 11.96 & 44.61 & 35.76 & 11.96 & 31.10 & 0.0 & 0.0 & 0.0 \\
2.0 & 4.0 & 14.92 & 11.96 & 4.0 & 10.40 & 0.0 & 0.0 & 0.0 \\
5.2 & 10.40 & 38.79 & 31.10 & 10.40 & 27.04 & 0.0 & 0.0 & 0.0 \\
0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.333 & 0.0 & 0.0 \\
0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.333 & 0.0 \\
0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.333
\end{pmatrix}$

Figure 1: Calculated optimal dual matrix $Y$ for SDP relaxation of QCQP in our example. See Section 4.4 for details.

Furthermore, we have added another constraint such that the $(1,1)$ element in $Y$ must equal to 1, which becomes as

$$q_5(x) = B_5 \ast Y = 1,$$

where $B_5 = (b_{i,j}^{(5)})$ with $b_{1,1}^{(5)} = 1$.

A SDPA input must be expressed in the primal form (19), thus we have given the input as $F_0 = -A$, $F_{j+1} = -A_j$ for $j = 0, \ldots, 5$, $c_1 = \cdots = c_4 = 0$ and $c_5 = 1$. As a consequence, we have an SDPA input with only 5 variables and sparse matrices of dimension 9, both of which are smaller than the example in the above.

In this case, SDPA calculation ended after 11 times of iteration with report that it has properly calculated the primal and the dual optimizers. However, the calculated minimum values both for primal and dual optimization was approximately equal to $9.484 \times 10^1$, which was larger than the result with the GPGCD method. Furthermore, in the calculated optimal dual matrix $Y$ as shown in Fig. 1, it seems hard to obtain the coefficients in perturbed polynomials because the elements in the matrix do not preserve the structure as shown in (21).

5 Discussions

In this paper, we have considered calculating approximate GCD of univariate polynomials with SDP for solving derived constrained optimization problem. We have tested Lasserre's SDP relaxation and an SDP relaxation for QCQP using an SDP solver SDPA for our test problem.

Although we never obtained satisfactory result in both cases, the test result suggests that, in our approximate GCD problem, formulation by QCQP will be more stable and efficient than using Lasserre's SDP relaxation for SDP solving. It also suggests that will need other ideas for finding more suitable optimizer for the original optimization problem from the calculated result in the relaxed problem.

As we have seen in the example, a relaxed SDP problem may become much larger for small optimization problems. Thus, for more stable and/or efficient computation, we need to reduce the size of original optimization problem and/or make use of various methods (such as in [25]) that reduce the size of SDP relaxation using characteristics of the original optimization problem. Furthermore, we also need a better relaxation method for better estimation of an optimizer for the original optimization problem.


and an effective method for correcting results calculated in the relaxed problem to find an optimizer for the original optimization problem.

References


