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Abstract. We define a Weyl group action on quiver varieties using reflection functors, which
resemble ones introduced by Bernstein-Gelfand-Ponomarev [1]. As an application, we define
Weyl group representations of homology groups of quiver varieties. They are analogues of
Slodowy’s construction of Springer representations of the Weyl group.

Introduction

Consider a finite graph with the set of vertices I . The author [15, 17] associated to v, w ∈
ZI
≥0, ζ ∈ R3 ⊗RI a hyper-Kähler manifold (possibly with singularities) Mζ(v,w) and called it

a quiver variety. It was shown that the direct sum of homology groups
⊕

v
H∗(Mζ(v,w)) has

a natural structure of a representation of the Kac-Moody algebra, corresponding to the graph.
The definition of quiver varieties was motivated by author’s joint work with Kronheimer [8],

where we identify moduli spaces of anti-self-dual connection on ALE spaces with hyper-Kähler
quotients of a finite dimensional quaternion vector spaces related to the representation theory
of a quiver associated with an ADE Dynkin graph. This is called the ADHM description,
since it is a generalization of the description of anti-self-dual connections on R4 due to Atiyah-
Drinfeld-Hitchin-Manin. Quiver varieties are generalization of such hyper-Kähler quotients to
arbitary graphs. The parameters v and w correspond to Chern classes and the framing at the
end respectively.

There is a Weyl group action on ALE spaces. Pulling back anti-self-dual connections, we
have an induced action on moduli spaces. More precisely, an element w in the Weyl group
sends Mζ(v,w) to Mwζ(w∗v,w), where w∗v is given by w−C(w∗v) = w(w−Cv) (C is the
Cartan matrix). The author [15, §9] used this observation to define an analogue of Slodowy’s
construction of Springer representations of the Weyl group [19].

We can transform the action by the ADHM description. Maps corresponding to elements
of the Weyl group have purely quiver theoretic description, and hence make sense for quiver
varieties for any finite graphs. These are what we study in this paper. We call them reflection
functors, since they resemble ones introduced by Bernstein-Gelfand-Ponomarev [1]. As an
application, we can define Weyl group representations on homology groups of quiver varieties.
These representations are expected to be related to representations of the Kac-Moody algebra.

In fact, the Weyl group action on ALE spaces, whose existence was originally proved via
Brieskorn’s construction of simultaneous resolutions [7, §4], can be also realized by reflection
functors. This observation was due to Kronheimer (private communication) and was our
starting point.

Most of results of this paper were mentioned in [15, §9], and the definition of reflection func-
tors (for simple reflections) was given in [16] about ten years ago. After these announcements,
there appeared several related papers. Crawley-Boevey and Hollands [2] defined reflection
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functors for simple reflections under some condition on parameters. Lusztig [11] defined Weyl
group actions on quiver varieties by using his description of the coordinate rings of quiver
varieties [10]. Maffei [13] also defined reflection functors for simple reflections. We include the
identification of our definition with theirs and also with our previous action [15, §9] in this
paper. But others use description of quiver varieties as complex (or algebraic) manifolds by
forgetting hyper-Kähler structures. So it is impossible for them to prove our assertion that
reflection functors are hyper-Kähler isometry, namely they preserve the Riemannian metric
and all complex structures I , J , K.

We also identify the reflection functor for the longest element of the Weyl group with
Lusztig’s new symmetry [12] on quiver varieties when the graph is of type ADE. His defi-
nition makes sense only on lagrangian subvarieties of quiver varieties, while ours are defined
on the whole varieties. Via the ADHM description the functor corresponds to the map sending
A to its dual A∗.

In this paper, if A : V → W is a linear map between hermitian vector spaces V and W , then
A† : W → V denotes its hermitian adjoint:

(Av, w) = (v, A†w) for v ∈ V , w ∈ W.

And tA : W ∗ → V ∗ denotes the transpose:

〈Av, w∗〉 = 〈v, tAw∗〉 for v ∈ V , w∗ ∈ W ∗.

1. Hyper-Kähler structure

In order to define reflection functors in a way compatible with hyper-Kähler structures, we
need to rewrite the definition of quiver varieties. We use a formulation using quaternion and
spinors. This was already used in the ADHM description of instantons on ALE spaces [8]. It
is well-known among differential geometers, especially those working on the Seiberg-Witten
monopole equation, but we give a detailed explanation for the sake of readers.

1(i). A hyper-Kähler moment map. A hyper-Kähler structure on a manifold X is a Rie-
mannian metric g together with a set of three almost complex structures (I, J, K) which are
parallel with respect to the Levi-Civita connection of g and satisfy the hermitian condition
and the quaternion relations:

g(Iv, Iw) = g(Jv, Jw) = g(Kv, Kw) = g(v, w) for v, w ∈ TX,

IJ = −JI = K.

A manifold with a hyper-Kähler structure is called a hyper-Kähler manifold. We have the
associated Kähler forms ωI , ωJ , ωK defined by

ωI(v, w) = g(Iv, w), ωJ(v, w) = g(Jv, w),

ωK(v, w) = g(Kv, w) for v, w ∈ TX

which are closed and parallel.
Let G be a compact Lie group acting on X so as to preserve the hyper-Kähler structure

(g, I, J, K). Each element ξ ∈ g of the Lie algebra of G defines a vector field ξ∗ on X which
generates the action of ξ.
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Definition 1.1. A hyper-Kähler moment map for the action of G on X is a map µ =
(µI , µJ , µK) : X → R3 ⊗ g∗ which satisfies

µA(g · x) = Ad∗−1
g (µA(x)), x ∈ X, g ∈ G, A = I, J, K,

〈ξ, dµA(v)〉 = −ωA(ξ∗, v), v ∈ TX, ξ ∈ g, A = I, J, K,

where g∗ is the dual space of g, Ad∗ : g∗ → g∗ is the coadjoint map and 〈 , 〉 denotes the dual
pairing between g and g∗.

A hyper-Kähler moment map is unique up to an element of Z
def .
= {ζ ∈ R3⊗g∗ | Ad∗

g(ζ) = ζ}
if it exists.

Suppose µ exists and choose an element ζ from Z. Then µ−1(ζ) is invariant under the G-
action, so we can make the quotient space µ−1(ζ)/G. Let i : µ−1(ζ) → X be the inclusion, and
π : µ−1(ζ) → µ−1(ζ)/G the projection. By the general theory of the hyper-Kähler quotient
[4], if the action of G on µ−1(ζ) is free, then the quotient space µ−1(ζ)/G has a natural
hyper-Kähler structure such that

(1) i is a Riemannian immersion, and π is a Riemannian submersion,
(2) the Kähler form ω′

A on µ−1(ζ)/G satisfy π∗(ω′
A) = i∗(ωA) (A = I, J, K).

1(ii). Quaternion and spinor. Let H = R ⊕ Ri ⊕ Rj ⊕ Rk be the quaternion field. Let
Re: H → R and Im: H → Ri ⊕ Rj ⊕ Rk be maps defined by taking the real and imaginary

parts. Let : H → H be the involution given by (x0 + ix1 + jx2 + kx3)
def .
= x0−ix1−jx2−kx3.

We define an inner product on H by ((x, x′))
def .
= Re(xx′). It satisfies ((x, x′)) = ((x′, x)) =

((ix, ix′)) = ((jx, jx′)) = ((kx, kx′)). We also define a complex valued skew symmetric form ω

by ω(x, x′)
def .
= ((xj, x′)) + i((xk, x′)) = Re(xjx′) + i Re(xkx′).

The multiplication of i, j, k from left together with the inner product make H into a hyper-
Kähler manifold. The group Sp(1) of quaternions of unit length acts on H by x 7→ xg−1

(g ∈ Sp(1)), preserving the hyper-Kähler structure. The hyper-Kähler moment map vanishing
at the origin is given by

〈ξ, µI (x)〉 =
1

2
Re (ixξx) , 〈ξ, µJ (x)〉 =

1

2
Re (jxξx) , 〈ξ, µK (x)〉 =

1

2
Re (kxξx) ,

where ξ ∈ sp(1) is regarded as a pure imaginary quaternion. We also have a more compact
expression:

i〈ξ, µI (x)〉 + j〈ξ, µJ (x)〉 + k〈ξ, µK(x)〉 = −
1

2
Im(xξx).(1.2)

The group Sp(1) has another action on H given by x 7→ gx. In order to distinguish with
the previous action, we denote this Sp(1) by Sp(1)L. This action preserves the inner product
(( , )) and the skew symmetric form ω, but rotate the mulitplication of i, j, k from left. More
precisely, the multiplication map sp(1)L × H 3 (ξ, x) 7→ ξx ∈ H is equivariant if we let Sp(1)L

act on sp(1)L, the space of imaginary quaternions, by ξ 7→ gξg−1 (ξ ∈ sp(1)L, g ∈ Sp(1)L).
The moment map µ : H → R3 ⊗ sp(1)∗ is equivariant if we identify R3 with sp(1)L and let
Sp(1)L act as above. (The action on sp(1)∗ is trivial.) This can be seen from the formula (1.2):
Im(gx ξ gx) = g Im(xξx)g−1.

Considering the multplication of −i from right as a complex structure, we regard H as
a complex vector space and denote it by S+. This is the space of positive spinors. The
inner product (( , )) satisfies ((x(−i), x′(−i))) = ((x, x′)). We extend it to a hermitian inner

product: (x, x′)
def .
= ((x, x′)) + i((x, x′(−i))). Regarding an element x ∈ S+ as an element of
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Hom(C, S+), we denote its hermitian adjoint by x† ∈ Hom(S+, C) = (S+)∗. Similarly we have
( )† : (S+)∗ → S+. The multiplication of a pure imaginary quaternion ξ from left is complex
linear, trace-free and skew-hermitian: ξ(x(−i)) = (ξx)(−i), tr(ξ) = 0, ((ξx, y)) = −((x, ξy)).
This allows us to identify sp(1)L with su(S+), the Lie algebra of trace-free skew-hermitian
endomorphisms of S+. The form ω is complex linear: ω(x(−i), x′) = iω(x, x′). Thus ω defines
a skew-symmetric form on S+. We also regard ω as a map S+ → (S+)∗, by mapping x to
ω(x, ·). This map is denoted also by ω.

Let us consider the subgroup U(1) of Sp(1) which consists of complex numbers of unit
length. Its action on S+ given by x 7→ xλ−1 is complex linear: xλ−1(−i) = x(−i)λ−1. The
corresponding moment map µ : S+ → R3 ⊗ u(1)∗ is the composition of the previous moment
map µ : S+ = H → R3 ⊗ sp(1)∗ and the projection sp(1)∗ → u(1)∗. If we identify R3 with
su(S+), then it has the following expression

〈ξ, µ(x)〉 = (ξx ⊗ x†)0,(1.3)

where ( )0 denotes the trace-free part. Note also that

(ξx ⊗ x†)0 = −
(
ξ(ωx)† ⊗ (ωx)

)
0
.(1.4)

These equations will be used frequently later.

Remark 1.5. The expression (1.3) appears in the Seiberg-Witten monopole equation.

1(iii). Holomorphic description. Let us choose a particular complex structure, say i. Re-
garding the multiplication of i from left as an endomorphism of S+, we have the eigenspace
decomposition S+ = L ⊕ L∗ (eigenvalue i and −i). If we set z1 = x0 + x1i, z2 = x2 + x3i for
x = x0 + x1i + x2j + x3k ∈ H, then z1 ∈ L∗, z2j ∈ L. This induces the following identification
S+ ∼= C2:

S+ = L∗ ⊕ L 3 x = z1 + z2j 7−→

[
z1

z2

]
∈ C

2.

We shall simply write x = [ z1
z2

] hereafter. We say the right hand side as a holomorphic descrip-
tion of x. Note that this identification respects the complex structures: the multiplication of
−i from right on S+ and the map [ z1

z2
] 7→

[
iz1
iz2

]
. The multiplication of i, j, k from the left are

given by
[
−i 0
0 i

]
,

[
0 −1
1 0

]
,

[
0 i
i 0

]

respectively. The hermitian inner product and skew-symmetric form are give by

((x, x′)) = z1z
′
1 + z2z′

2, ω (x, x′) = −z1z
′
2 + z2z′

1 for x =

[
z1

z2

]
, x′ =

[
z′
1

z′
2

]
.

The corresponding map ω : S+ → (S+)∗ is written as
[
z1

z2

]
7−→

[
z2 −z1

]
.

Let us consider the subgroup action of U(1) on S+ as §1(ii). It is given by
[
z1

z2

]
7−→

[
λz1

λz2

]
=

[
λ−1z1

λz2

]
for λ ∈ U(1)



QUIVER VARIETIES AND WEYL GROUP ACTIONS 5

in the holomorphic description. The hyper-Kähler moment map is expressed as




〈ξ, µI (x)〉 =
i

2

(
|z1|

2 − |z2|
2
)
ξ,

〈ξ, µJ (x)〉 + i〈ξ, µK(x)〉 = z1z2ξ,
for x =

[
z1

z2

]
.

We have the following matrix expression:

〈ξ, µI (x)〉

[
−i 0
0 i

]
+ 〈ξ, µJ (x)〉

[
0 −1
1 0

]
+ 〈ξ, µK(x)〉

[
0 i
i 0

]

= ξ

[
1
2
(|z1|

2 − |z2|
2) z1z2

z1z2 − 1
2
(|z1|2 − |z2|2)

]
.

(1.6)

The equations (1.3, 1.4) are expressed as

[
1
2
(|z1|2 − |z2|2) z1z2

z1z2 − 1
2
(|z1|2 − |z2|2)

]
=

[
|z1|2 z1z2

z1z2 |z2|2

]

0

=

([
z1

z2

][
z1

z2

]†)

0

= −

[
|z2|2 −z1z2

−z1z2 |z1|2

]

0

= −

((
ω

[
z1

z2

])†

ω

[
z1

z2

])

0

.

Remark 1.7. The expression (1.6) appears in the Seiberg-Witten monopole equation on a
Kähler surface.

1(iv). Hidden symmetry. In the holomorphic description above, a natural symmetry be-
tween i, j, k are broken, and the complex structure i is chosen. So it is natural to consider S+

as a complex manifold by i. (More generally any hyper-Kähler manifold is a complex manifold
by the integrable almost complex structure I .) Then z1, z2 are holomorphic coordinates. If we

make a combination µ � def .
= µJ + iµK , then 〈ξ, µ � (x)〉 = ξz1z2 is a holomorphic function. In this

context, we denote the remaining moment map µI by µ� and we call µ � and µ� the complex
and real part of the moment map respectively. If we define a holomorphic symplectic form ω �

by ωJ + iωK , then the complex part µ � of the hyper-Kähler moment map µ can be considered
as a moment map for the C∗-action on the holomorphic symplectic manifold (S+, ω � ). (Note
that we also choose the identification {pure imaginary quaternions} ∼= R ⊕ C.)

The action of the group Sp(1)L is expressed as

[
z1

z2

]
7→

[
g1 −g2

g2 g1

] [
z1

z2

]
for g = g1 + g2j ∈ Sp(1)L.

This action is not holomorphic, and hence cannot be seen from the point of view of a complex
manifold. In this sense, Sp(1)L is a hidden symmetry in the holomorphic description of the
theory.

In this paper, we use the following technique several times: We first construct something
in an Sp(1)L-equivariant way by using quaternion notation. Second, we choose a complex
structure i and use the holomorphic description to say something with respect to i. Then
we change the complex structure and deduce the assertion for any complex structure. For
example, if we want to say µ(x) = 0, then we need to check that (a) µ(x) is Sp(1)L-equivariant
and (b) µ � (x) = 0 for some complex structure.
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2. Quiver variety

2(i). Definition. Suppose that a finite graph without edge loops (i.e., no edges joining a
vertex with itself) is given. Let I be the set of vertices and E the set of edges. Let A be the
adjacency matrix of the graph, namely

A = (Akl)k,l∈I , where Akl is the number of edges joining k and l.

We associate with the graph (I, E) a symmetric generalized Cartan matrix C = 2I−A, where
I is the identity matrix. This gives a bijection between the finite graphs without edge loops
and symmetric Cartan matrices. We have the corresponding symmetric Kac-Moody algebra,
and its Weyl group, which is a group with generators sk (k ∈ I) and relations

s2
k = 1, sksl = slsk if Akl = 0, skslsk = slsksl if Akl = 1.(2.1)

It acts on RI by sk(ζ) = ζ ′, where ζ ′
l = ζl −Cklζk for ζ = (ζl)l∈I , ζ ′ = (ζ ′

l)l∈I C = (Ckl)k,l. The
action preserves the lattice ZI .

Let H be the set of pairs consisting of an edge together with its orientation. For h ∈ H, we
denote by in(h) (resp. out(h)) the incoming (resp. outgoing) vertex of h. For h ∈ H we denote
by h the same edge as h with the reverse orientation. Choose and fix an orientation Ω of the
graph, i.e., a subset Ω ⊂ H such that Ω∪Ω = H, Ω∩Ω = ∅. The pair (I, Ω) is called a quiver.

Let V = (Vk)k∈I be a collection of finite-dimensional vector spaces over C with hermitian
inner products for each vertex k ∈ I . The dimension of V is a vector

dimV = (dim Vk)k∈I ∈ Z
I
≥0.

If V 1 and V 2 are such collections, we define vector spaces by

L(V 1, V 2)
def .
=
⊕

k∈I

Hom(V 1
k , V 2

k ), E(V 1, V 2)
def .
=
⊕

h∈H

Hom(V 1
out(h), V

2
in(h)),

EΩ(V 1, V 2)
def .
=
⊕

h∈Ω

Hom(V 1
out(h), V

2
in(h)), EΩ(V 1, V 2)

def .
=
⊕

h∈Ω

Hom(V 1
out(h), V

2
in(h)).

For B = (Bh) ∈ E(V 1, V 2) and C = (Ch) ∈ E(V 2, V 3), let us define a multiplication of B
and C by

CB
def .
=


 ∑

in(h)=k

ChBh




k

∈ L(V 1, V 3).

Multiplications ba, Ba of a ∈ L(V 1, V 2), b ∈ L(V 2, V 3), B ∈ E(V 2, V 3) is defined in obvious
manner. If a ∈ L(V 1, V 1), its trace tr(a) is understood as

∑
k tr(ak).

For two collections V , W of hermitian vector spaces with v = dimV , w = dimW , we
consider the vector space given by

M ≡ M(v,w) ≡ M(V,W )
def .
= S+ ⊗ � EΩ(V, V ) ⊕ S+ ⊗ � L(W,V ),(2.2)

where we use the notation M(v,w) when the isomophism classes of hermitian vector spaces
V , W are concerned, and M when V , W are clear in the context. The above two components
for an element of M will be denoted by A =

⊕
Ah, Ψ =

⊕
Ψk respectively.

Definition 2.3. We define an affine action of the Weyl group on ZI (depending on w) by

sk ∗ v
def .
= v′, where v′

k = vk −
∑

l Cklvl + wk, v′
l = vl if l 6= k for v = (vl)l∈I , w = (wl)l∈I ,
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v′ = (v′
l)l∈I . Note that we have w − C(sk ∗ v) = sk(w − Cv). We denote the action by ∗w if

we want to emphasize the w-dependence.

As in §1(ii), we consider S+ as a hyper-Kähler manifold by the inner product and the
multiplications of i, j, k from the left. Together with the hermitian inner product on V , W ,
we have an induced inner product on M. We also define the operators I , J , K by i⊗ id, j⊗ id,
k ⊗ id. Thus M has a (flat) hyper-Kähler structure.

Let G ≡ Gv ≡ GV be the compact Lie group defined by

G ≡ Gv ≡ GV
def .
=
∏

k

U(Vk),

where we use the notation Gv (resp. GV ) when we want to emphasize the dimension (resp. the
vector space). Its Lie algebra g ≡ gv ≡ gV is the direct sum

⊕
k u(Vk). The group G acts on

M by

(A, Ψ) 7→ g · (A, Ψ)
def .
= ((g ⊗ idS+)Ag−1, (g ⊗ idS+) Ψ)(2.4)

preserving the hyper-Kähler structure. Let µ = (µI , µJ , µK) : M → R
3⊗g∗ be the hyper-Kähler

moment map vanishing at the origin. Explicitly it is given by

µ(A, Ψ) = i
(
AA† + (ωA)† ωA + ΨΨ †

)
0
.

We have the following convention in the above formula: (1) AA†, (ωA)† ωA, ΨΨ † are considered
as elements of End(S+)⊗L(V, V ) by the multiplication defined above, (2) g∗ is identified with
g via the trace, and (3) R3 is identified with su(S+) and ( )0 denotes the trace-free part as in
§1.

Let Zv ⊂ gv denote the center. It is the direct sum of the set of scalar matrices on Vk. Thus
we have a natural projection (iR)I → Zv given by (ζk)k∈I 7→

⊕
k∈I ζk idVk

∈ Zv, where we
delete the summand correponding to k if Vk = 0.

Choosing an element ζ = (ζI , ζJ , ζK) ∈ R3 ⊗ (iR)I , we consider the hyper-Kähler quotient
Mζ of M by G:

Mζ ≡ Mζ(v,w)
def .
= {(A, Ψ) ∈ M(v,w) | µ(A, Ψ) = −ζ}/G,(2.5)

where ζ is considered as an element of R3 ⊗ Zv by the above projection. This is the quiver
variety introduced in [15].

We say a point (A, Ψ) ∈ µ−1(−ζ) is non-degenerate if its stabilizer is trivial. We denote by
M

reg
ζ the set of non-degenerate G-orbits. This is an open subset of Mζ , and is a hyper-Kähler

manifold by [4].
Let

R+
def .
= {θ = (θk) ∈ Z

I
≥0 |

tθCθ ≤ 2} \ {0},

R+(v)
def .
= {θ ∈ R+ | θk ≤ dim � Vk for all k},

Dθ
def .
= {x = (xk) ∈ (iR)I |

∑

k

xkθk = 0} for θ ∈ R+.

When the graph is of Dynkin type, R+ is the set of positive roots, and Dθ is the wall defined
by the root θ. In general, R+ may be an infinite set, but R+(v) is always finite.
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Proposition 2.6 ([15, 2.8]). Suppose

ζ ∈ R
3 ⊗ (iR)I \

⋃

θ∈R+(v)

R
3 ⊗Dθ.(2.7)

Then the regular locus M
reg
ζ coincides with Mζ . Thus Mζ is nonsingular. Moreover the hyper-

Kähler metric is complete.

2(ii). A holomorphic description. As in §1(iii) we choose a particular complex structure,
say I , and use the following holomorphic description:

Ah =

[
B†

h
Bh

]
, Bh : Vout(h) → Vin(h), Bh : Vin(h) → Vout(h),

Ψk =

[
j†k
ik

]
, ik : Wk → Vk, jk : Vk → Wk.

Thus M is isomorphic to

E(V, V ) ⊕ L(W,V ) ⊕ L(V,W ).

We can write down the hyper-Kähler moment map explicitly:

µ� (B, i, j) =
i

2

(
−BB† + B†B − ii† + j†j

)
∈ g,

µ � (B, i, j) = εBB + ij ∈ g ⊗ C,

where the dual of the Lie algebra of G is identified with the Lie algebra via the trace, ε : H →
{±1} is defined by ε(h) = 1 if h ∈ Ω, ε(h) = −1 if h ∈ Ω, and εB ∈ E(V, V ) is defined by
(εB)h = ε(h)Bh. Caution: µ� differs by sign from one in [15]. µ � , ζ � and G

�
(see below)

were denoted by µ, ζ and G respectively in [17].
Let G

�
be the algebraic group defined by

G
�
≡ G

�

v
≡ G

�

V
def .
=
∏

k

GL(Vk).

This is the complexification of G. It acts on M by

(B, i, j) 7→ g · (B, i, j)
def .
= (gBg−1, gi, jg−1)(2.8)

preserving the holomorphic symplectic form ω � . Let µ−1� (−ζ � ) be an affine algebraic variety
(not necessarily irreducible) defined as the zero set of µ � + ζ � .

2(iii). Stability. We want to identify the hyper-Kähler quotient (2.5) with a quotient of µ−1�

devided by G
�
. For this purpose, we introduce a notion of the ‘stability’, following King’s

work [6].
For a collection S = (Sk)k∈I of subspaces of Vk and B =

⊕
Bh as above, we say S is

B-invariant if Bh(Sout(h)) ⊂ Sin(h).

For ζ� = (ζk,� )k∈I ∈ (iR)I , let ζ� (dimV )
def .
= i

∑
k∈I ζk, � dimVk.

Definition 2.9. A point (B, i, j) ∈ M is ζ� -semistable if the following two conditions are
satisfied:

(1) If a collection S = (Sk)k∈I of subspaces in Vk is contained in Ker j and B-invariant, then
ζ� (dim S) ≤ 0.

(2) If a collection T = (Tk)k∈I of subspaces in Vk contains Im i and is B-invariant, then
ζ� (dim T ) ≤ ζ� (dim V ).
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We say (B, i, j) is ζ� -stable if the strict inequalities hold in (1),(2) unless S = 0, T = V
respectively.

If iζk,� > 0 for all k, the condition (2) is superfluous, and the condition (1) turns out to be
the nonexistence of nonzero collections S = (Sk) such that Sk ⊂ Ker jk and Bh(Sout(h)) ⊂ Sin(h).
(In this case ζ� -stability and ζ� -semistability are equivalent.) This is the stability condition
used in [17, 3.9]. The case when iζk,� < 0 for all k is also important. The condition (1)
is superfluous and the condition (2) turns out to be the nonexistence of proper collections
T = (Tk) such that Tk ⊃ Im ik and Bh(Tout(h)) ⊂ Tout(h). This coincides with the natural
condition for the description of Hilbert schemes of points on C2 ([18, §1]). It was used also in
[10].

We also need the stability condition for B ∈ E(V, V ).

Definition 2.10. Suppose that ζ� (dim V ) = 0. A point B ∈ E(V, V ) is ζ� -semistable if the
following is satisfied:

• If a collection S = (Sk)k∈I of subspaces in Vk is B-invariant, then ζ� (dim S) ≤ 0.

A point B is ζ� -stable if the strict inequality holds unless S = 0 or S = V .

Let Hs
(ζ � ,ζ � ) (resp. Hss

(ζ � ,ζ � )) be the set of ζ� -stable (resp. ζ� -semistable) points in µ−1� (−ζ � ).

We say two ζ� -semistable points (B, i, j), (B ′, i′, j′) are S-equivalent when the closures of
orbits intersect in Hss

(ζ � ,ζ � ).

Proposition 2.11. (1) A point (B, i, j) ∈ µ−1� (−ζ � ) is ζ� -semistable if and only if the closure
of its G

�
-orbit intersects with µ−1

� (−ζ � ). The natural map

Mζ → Hss
(ζ � ,ζ � )/∼

is a homeomorphism. Here the right hand side denotes the quotient space of Hss
(ζ � ,ζ � ) divided

by S-equialence relation.
(2) A point (B, i, j) ∈ µ−1� (−ζ � ) is ζ� -stable if and only if its G

�
-orbit contains a non-

degenerate point in µ−1
� (−ζ � ). The restriction of the above map gives us a homeomorphism

M
reg
ζ → Hs

(ζ � ,ζ � )/G
�
.

(3) A G
�
-orbit intersects with µ−1

� (−ζ � ) if and only if it is there exists a direct sum decom-
position

V = V 0 ⊕ V 1 ⊕ V 2 ⊕ · · · ,

such that

(a) ζ� (dim V p) = 0 for p ≥ 1,
(b) each summand is invariant under B,
(c) the image of i is contained in V 0 and j is zero on

⊕
p≥1 V p,

(d) (B|V 0, i, j) considered as a data in M(V 0, W ) is ζ� -stable,
(e) the restriction of B to V p is ζ� -stable in the sense of Definition 2.10 for p ≥ 1.

The statements (1),(2) can be proved by an argument in [6] (see also [15, 3.1, 3.2, 3.5], [17,
3.8]). The statement (3) was proved in [15, 6.5], [17, 3.27].

This proposition and Proposition 2.6 imply that the ζ� -stability and ζ� -semistability for
points in µ−1� (−ζ � ) are equivalent when ζ = (ζ� , ζ � ) satisfies the condition (2.7).
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3. Reflection functors

3(i). Admissible collection. We fix ζ ∈ R3 ⊗ (iR)I . An admissble collection is the following
data:

(1) V k = (V k
l )l∈I : a collection of hermitian vector spaces for each k ∈ I ,

(2) (Ak, Ψk) ∈ M(V k, W k) satisfying µ(Ak, Ψk) = −ζ and the non-degeneracy condition for
each k ∈ I , where W k = (W k

l )l∈I is given by W k
l = C if l = k and 0 otherwise,

(3) Φh ∈ S+ ⊗ L(V in(h), V out(h)) for each h ∈ Ω

such that
((

ωAout(h)
)†

⊗ ωΦh
)

0
+
(
Φh ⊗Ain(h)†

)
0

=
(
Ψout(h) ⊗ Ψ in(h)†

)
0
,

((
ωAin(h)

)†
⊗ Φh†

)
0

=

((
ωΦh

)†
⊗Aout(h)†

)

0

,

(
Φh

in(h) ⊗ ωΨ in(h)
)

0
=
(
Aout(h)

h ⊗ ωΨout(h)
)

0
,

((
ωΨout(h)

)†
⊗ ωΦh

out(h)

)
0

=
((

ωΨ in(h)
)†

⊗ ωA
in(h)
h

)
0
.

(3.1)

In the first equality, we consider Ψout(h) (resp. Ψ in(h)) as an element of S+ ⊗ V
out(h)
out(h) (resp.

S+ ⊗ V
in(h)

in(h) ), and then
(
Ψout(h) ⊗ Ψ in(h)†

)
0

as an element of sl(S+)⊗EΩ(V out(h), V in(h)) via the

inclusion sl(S+) ⊗ Hom(V
out(h)
out(h) , V

in(h)
in(h) ) → sl(S+) ⊗ EΩ(V out(h), V in(h)). In the third equality,

the both hand sides are considered as elements of sl(S+)⊗V
out(h)

in(h) . A similar identification was

used in the fourth equality. These equalities will be refered as the compatibility condition.
Let us give few examples of admissible collections. The first one is trivial:

(1) V k
l = 0 for any k, l,

(2) Ak = 0, Ψk = 0,

(3) Φh = 0.

The next one will play an important role later. Fix a vertex k0. We set

(1) V k
l = 0 unless k = l = k0 and V k0

k0
= C,

(2) Ak = 0, Ψk = 0 unless k = k0, and Ak0 = 0, Ψk0 ∈ S+ ⊗ L(V k0 , W k0) ∼= S+ is such that
(Ψk0 ⊗ (Ψk0)†)0 = −ζk0 , where ζk0 is the k0-component of ζ,

(3) Φh = 0.

Note that Ψk0 is unique up to a multiplication by an element of U(1).

3(ii). Holomorphic descriptions. As in §2(ii), we write the admissible data in the holo-
morphic description:

Ak
h =

[
Bk†

h
Bk

h

]
, Bk

h
∈ Hom(V k

in(h), V
k
out(h)), Bk

h ∈ Hom(V k
out(h), V

k
in(h)),

Ψk
k =

[
jk†
k

ikk

]
, ikk ∈ Hom(W k

k , V k
k ), jk

k ∈ Hom(V k
k , W k

k ),

Φh
k =

[
φh†

k

φh
k

]
, φh

k ∈ Hom(V
out(h)
k , V

in(h)
k ), φh

k ∈ Hom(V
in(h)
k , V

out(h)
k ).
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We use notation φh = (φh
k)k ∈ L(V out(h), V in(h)), Bk = (Bk

h)h ∈ E(V k, V k), ik ∈ L(W k, V k),
jk ∈ L(V k, W k) as before. The complex part of the compatibility condition turns out to be

−ε(h)iin(h) ⊗ jout(h) + φhBout(h) = B in(h)φh,

φh
out(h)i

out(h)
out(h) = B

in(h)

h
i
in(h)
in(h), j

in(h)
in(h)φ

h
in(h) = j

out(h)
out(h)B

out(h)

h
.

(3.2)

Lemma 3.3. The map φh ∈ L(V out(h), V in(h)) satisfying (3.2) is uniquely determined from
(Bout(h), iout(h), jout(h)) and (B in(h), iin(h), jin(h)) (if it exists).

Proof. Suppose two maps φh, φ′h satisfying (3.2) are given. Consider φh − φ′h. By (3.2) the
kernel of φh − φ′h contains the image of iout(h) and is Bout(h)-invariant. Hence we have

ζ� (dim Ker(φh − φ′h)) < ζ� (dim V out(h))

unless φh = φ′h by the stability condition for (Bout(h), iout(h), jout(h)). Moreover, the image of
φh − φ′h is contained in the kernel of jin(h) and B in(h)-invariant. Hence we have

ζ� (dim Im(φh − φ′h)) < 0

unless φh = φ′h by the stability condition for (B in(h), iin(h), jin(h)). Combining two inequalities,
we must have φh = φ′h.

Lemma 3.4. For each k, l ∈ I we have
∑

h∈Ω
in(h)=k

(
Φh

l Φ
h†
l

)
0
+
∑

h∈Ω
in(h)=k

((
ωΦh

l

)†
ωΦh

l

)

0

+ δkl

(
Ψk

k Ψk†
k

)
0

= ζ ′
k idV k

l
,

where ζ ′
k = ζk −

∑
l

t(Cklv
l) · ζ and vl = dimV l.

Proof. By the technique explained in §1(iv), it is enough to check

−
∑

h∈H
in(h)=k

ε(h)φh
l φ

h
l + δkli

k
k ⊗ jk

k = ζ ′
k,

� idV k
l

.(3.5)

By the compatibility condition (3.2) we have

Bkφhφh = φhφhBk + ε(h)Bk
h
ik ⊗ jk − ε(h)ik ⊗ jkBk

h,

φh
kφ

h
ki

k
k = Bk

hBk
h
ikk + ε(h)〈jout(h), iout(h)〉ikk,

jk
kφh

kφ
h
k = jk

kBk
hBk

h
+ ε(h)〈jout(h), iout(h)〉jk

k

for h ∈ H with in(h) = k. Here iout(h) and jout(h) are considered as elements of V
out(h)
out(h) and

(V
out(h)
out(h) )∗ respectively, and 〈 , 〉 denote the natural pairing between them. By the equation

µ � (Bm, im, jm) = −ζ � , we have

〈jm, im〉 = tr (imjm) = −
∑

n

dim V m
n ζn,

� .(3.6)

Let us define η = (ηl) ∈ L(V k, V k) by setting ηl as the left hand side minus right hand side of
(3.5). Then the above equations together with µ � (Bk, ik, jk) = −ζ � implies that

ηBk = Bkη, ηik = 0, jkη = 0.

By the non-degeneracy condition for (Bk, ik, jk), we have η = 0.
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Let Λl = (Λl
k)k∈I , where Λl

k
def .
= V k

l . Then (Φl, Ψ
l) defines datum for M(Λl, W ) for the

opposite orientation Ω and satisfies µ(Φl, Ψ
l) = ζ ′ for each l. Moreover, Ah, considered as an

element of L(Λout(h), Λin(h)), satisfies the compatibility condition for (Φl, Ψ
l). This observation

will not be used later.

3(iii). Reflection functor. Now we define a reflection functor for a given admissible collec-
tion. Suppose that collections of hermitian vector spaces V , W and a datum (A, Ψ) ∈ M(V,W )
such that µ(A, Ψ) = −ζ is given. Set

Ṽk
def .
= Vk ⊕ E(V k, V ) ⊕ L(V k, W ),(3.7)

and let ιVk
: Vk → Ṽk, ιΩ : EΩ(V k, V ) → Ṽk, ιΩ : EΩ(V k, V ) → Ṽk, ιW : L(V k, W ) → Ṽk be the

inclusions.
Let us consider an operator Dk : S+ ⊗ L(V k, V ) → Ṽk given by

Dkη
def .
= −ιVk

trS+(ηkωΨk) + ιΩ
(
ωAη − trS+(η ⊗ ωAk)

)
+ ιΩ

(
A†η − trS+(η ⊗Ak†)

)
+ ιW Ψ †η,

(3.8)

where Ψk is considered as an element of S+ ⊗ V k
k . This is an analogue of the Dirac operator.

A similar operator was introduced in [8, §4].
Let us rewrite this operator in terms of holomorphic descriptions. Consider the following

sequence of vector spaces:

L(V k, V )
αk−−−→ Ṽk = Vk ⊕ E(V k, V ) ⊕ L(V k, W )

βk−−−→ L(V k, V ),(3.9)

where

αk(η) =




−ηki
k

Bη − ηBk

jη


 , βk




vk

C
b


 = ε(BC + CBk) + vk ⊗ jk + ib.

Here vk ⊗ jk is considered as an element of L(V k, V ) via the embedding Hom(V k
k , Vk) ⊂

L(V k, V ). The operator Dk is identified with
[
αk β†

k

]
.

We have the following analogue of the Bochner-Weitzenböck formula.

Lemma 3.10. We have D†
kDk = idS+ ⊗∆k for a positive self-adjoint operator ∆k : L(V k, V ) →

L(V k, V ).

Proof. Let us show D†
kDk = idS+ ⊗∆k first. This means that the trace-free part of D†

kDk is
zero. By the technique explained in §1(iv), it is enough to check βkαk = 0. But it follows from
the equations µ � (B, i, j) = −ζ � = µ � (Bk, ik, jk).

The positivity of ∆k is equivalent to KerDk = 0. By above it is equivalent to Ker αk = 0,
Im βk = L(V k, V ). Take η ∈ Ker αk ⊂ L(V k, V ). Suppose η 6= 0. The image Im η is contained
in Ker j and is invariant under B. Thus we have

ζ� (dim Im η) ≤ 0

by the ζ� -semistability condition for (B, i, j). On the other hand, Ker η contains Im ik and is
invariant under Bk. Thus we have

ζ� (dim Ker η) < ζ� (dim V )

by the ζ� -stability condition for (Bk, ik, jk). Summing two inequalities, we get ζ� (dimV ) <
ζ� (dimV ), which is a contradiction. Thus we must have η = 0. The proof for Imβk = L(V k, V )
is similar and hence omitted.
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We define a new collection of hermitian vector spaces V ′ = (V ′
k)k∈I by

V ′
k

def .
= KerD†

k,

where the hermitian structure on KerD†
k is the restriction of that on Ṽk. Since KerDk = 0 by

Lemma 3.10, we have

dimV ′
k = dimVk +

∑

l

dimV k
l (dimWl −

∑

m

Clm dim Vm).

Set v′ = (dimV ′
k)k∈I ∈ ZI . Then

w − Cv′ = w − Cv − CV(w − Cv),

where V = (Vkl)k,l∈I = dim V k
l .

Let Ik : V ′
k = KerD†

k → Ṽk and Pk : Ṽk → V ′
k = KerD†

k be the inclusion and the orthogonal
projection. We define a new data (A′, Ψ ′) ∈ M(V ′, W ) by

(
A′

hIout(h)

)


vout(h)

C
b


 def .

=
(
idS+ ⊗Pin(h)

)



Ahvout(h) + ChΨ
out(h)

vout(h) ⊗
(
ωΨ

in(h)

in(h)

)†
+ CΦh

bΦh


 ,

Ψ ′
kwk

def .
= (idS+ ⊗Pk)




Ψkwk

0(
ωΨk

k

)†
⊗ wk


 ,

where vout(h) ⊗
(
ωΨ

in(h)

in(h)

)†
is considered as an element of S+ ⊗ E(V in(h), V ) via the inclusion

Hom(V
in(h)
in(h) , Vout(h)) ⊂ E(V in(h), V ), and

(
ωΨk

k

)†
⊗ wk is considered as an element of S+ ⊗

L(V k, W ) via the inclusion Hom(V k
k , Wk) ⊂ L(V k, W ).

Now we want to give a holomorphic description of the new data (A′, Ψ ′). Note that we have

the canonical isomorphism KerD†
k
∼= Ker βk/ Im αk.

Let us define

B̃ ′
h : Ṽout(h) → Ṽin(h), ĩ′k : Wk → Ṽk, j̃′k : Ṽk → Wk

by

B̃ ′
h



vout(h)

C
b


 def .

=




Bhvout(h) + Chi
out(h)

ε(h)vout(h) ⊗ jin(h) + Cφh

bφh


 ,

ĩ′k(wk)
def .
=




ik(wk)
0

−wk ⊗ jk
k


 , j̃′k



vk

C
b


 def .

= jk(vk) + bki
k
k.

Lemma 3.11. (1) B̃ ′
h maps Ker βout(h) (resp. Im αout(h)) to Ker βin(h) (resp. Im αin(h)).

(2) βk̃i
′
k = 0, j̃′kαk = 0.
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Proof. (2) is clear from the definition. Let us prove (1). We have

βin(h)B̃
′
h



vout(h)

C
b


 = εBCφh + vout(h) ⊗ jin(h)B

in(h)
h + εCφhB in(h) + Chi

out(h) ⊗ jin(h) + ibφh

= εBCφh + vout(h) ⊗ jout(h)φh
out(h) + εCBout(h)φh + ibφh

=


βout(h)



vout(h)

C
b




φh,

where we have used (3.2) in the second equality. Thus Ker βout(h) is mapped to Ker βin(h). We
also have

B̃ ′
hαout(h)(η) =




−ηin(h)B
out(h)
h iout(h)

−ε(h)ηout(h)i
out(h) ⊗ jin(h) + (Bη − ηBout(h))φh

jηφh




=



−ηin(h)φ

h
in(h)i

out(h)

Bηφh − ηφhB in(h)

jηφh


 = αin(h)(ηφh),

where we have used (3.2) in the second equality. Thus Imαout(h) is mapped to Imαin(h).

By this lemma we have induced maps

B ′
h : Ker βout(h)/ Im αout(h) → Ker βin(h)/ Im αin(h),

i′k : Wk → Ker βk/ Im αk, j′k : Ker βk/ Im αk → Wk.

Under the isomorphism Ker βk/ Im αk
∼= KerD†

k = V ′
k , it is a holomophic description of (A′, Ψ ′).

Theorem 3.12. The data (A′, Ψ ′) satisfies the equation µ(A′, Ψ ′) = −ζ ′.

Proof. By the technique explained in §1(iv), it is enough to check µ � (B ′, i′, j′) = −ζ ′� . Let[
vk

C
b

]
∈ Ṽk. We have


 ∑

in(h)=k

ε(h)B̃ ′
hB̃

′

h
+ ĩ′kj̃

′
k





vk

C
b




=




∑
in(h)=k ε(h)

(
BhBhvk + BhChi

k + Chφ
h
out(h)i

out(h)
)

+ 〈jout(h), iout(h)〉vk + ikjkvk + ikbki
k

∑
in(h)=k −Bhvk ⊗ jk − Chi

k ⊗ jk + vk ⊗ jout(h)φh + ε(h)Cφhφh

∑
in(h)=k ε(h)bφhφh − jkvk ⊗ jk − bki

k ⊗ jk


 .

By (3.2), Lemma 3.4, (3.6) and the equation µ � (B, i, j) = −ζ � , this is equal to


−ζ ′

k,
� vk + 2vk ⊗ jkik +

∑
in(h)=k ε(h)

(
BhCh + ChB

k
h

)
ik + ikbki

k

−ζ ′
k,

� C −
∑

in(h)=k

(
Bhvk ⊗ jk − vk ⊗ jkBk

h

)

−ζ ′
k,

� b− jkvk ⊗ jk


 .
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If
[

vk

C
b

]
is in Ker βk, then this is

−ζ ′
k,

�



vk

C
b


+




vk ⊗ jkik

−
∑

in(h)=k

(
Bhvk ⊗ jk − vk ⊗ jkBk

h

)

−jkvk ⊗ jk


 = −ζ ′

k,
�




vk

C
b


− αk(vk ⊗ jk).

This proves the k-component of µ � (B ′, i′, j′) = −ζ ′� . Since k is arbitary, we get the conclusion.

Corollary 3.13. (B ′, i′, j′) satisfies µ � (B ′, i′, j′) = −ζ ′� and the condition in Proposition 2.11(3)
for ζ ′

� .

The above construction is equivariant under the action of GV . Thus we have an induced
map

F(A•,Ψ•,Φ•) : Mζ(v,w) → Mζ′(v
′,w).

The continuity of this map is clear from the definition. So far, this is just a continuous map
between two topological spaces. We shall show that it is a hyper-Kähler isometry between
open subsets M

reg
ζ (v,w), M

reg
ζ′ (v′,w), at least for reflection functors for simple reflections.

The proof for holomorphicity with respect to any of three complex structures I , J , K is easy,
and works for any F(A•,Ψ•,Φ•). (It implies that the map respects the Levi-Civita connection.)

Remark 3.14. The above definition depends on the choice of isomorphisms W k
k
∼= C. We can

avoid this ambiguity by the following modifications:

(a) Consider Φh as an element of S+⊗L(V in(h)⊗(W
in(h)
in(h) )

∗, V out(h)⊗(W
out(h)
out(h) )

∗), and consider

(3.1) in an appropriate way.
(b) Replace E(V k, V ) and L(V k, V ) by E(V k ⊗ (W k

k )∗, V ) and L(V k ⊗ (W k
k )∗, V ) in (3.7)

respectively,
(c) Replace L(V k, V ) by L(V k ⊗ (W k

k )∗, V ) in (3.8).

Conjecture 3.15. (1) Note that the proof of µ � (B ′, i′, j′) = −ζ ′� requires only the complex
part (3.2) of the compatibility condition. It is natural to conjecture that the ζ ′

� -semistability
of (B ′, i′, j′) directly follows from the ζ� -semistability of (B, i, j) and (Bk, ik, jk) (plus a similar
condition for φ). Such a direct proof should also work for arbitary grand field. We shall prove
this conjecture affirmatively for reflection functors for simple reflections later. (See §4(iii).)

(2) In §7 we shall see that for any element w of the Weyl group, there exists an admissible
collection {(A•, Ψ•, Φ•)} with vk = w ∗ek 0, where ek ∈ ZI

≥0 is the vector whose k-component
is 1 and other components are 0, and ∗ek was defined in Definition 2.3. The cases w = 1 and
w = sk0 correspond two examples given in §3(i). Are there any other admissible collections ?

(3) It is natural to conjecture that the composition of two reflection functors is again a
reflection functor, where the corresponding admissible collection is given by Proposition 7.1. If
this is true, we can give an another proof of results in §5, §6. For graphs of Dynkin types and
reflection functors corresponding to elements of the Weyl group (as in (2)), this conjecture is
true thanks to a description of the reflection functor in §9.

4. Simple reflections

In this section we study reflection functors for the second example for the admissible collec-
tion in more detail.
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4(i). Definition. We change the notation for brevity. Fix a vertex k ∈ I . Let ζk ∈ R3 ⊗ (iR)
be the entry of ζ corresponding to the vertex k. We take an element x ∈ S+ such that
µ(x) = ζk, where µ is the hyper-Kähler moment map for the U(1)-action on S+ studied in
§1(ii),§1(iii). Such x is unique up to a multiplication by an element of U(1). Furthermore we
assume x 6= 0 by the non-degeneracy assumption.

Suppose that collections of hermitian vector spaces V , W and a data (A, Ψ) ∈ M(V,W )
such that µ(A, Ψ) = −ζ is given. Set

Ṽk
def .
= Vk ⊕

⊕

h∈H
in(h)=k

Vout(h) ⊕Wk,

and let ιVk
: Vk → Ṽk, ιh : Vout(h) → Ṽk, ιWk

: Wk → Ṽk be the inclusions, and let πVk
: Ṽk →

Vk, πh : Ṽk → Vout(h), πWk
: Ṽk → Wk be the projections.

Let us consider an operator

Dk
def .
= x† ⊗ ιVk

+
∑

h∈Ω
in(h)=k

ιhA
†
h +

∑

h∈Ω
in(h)=k

ιhωAh + ιWk
Ψ †

k : S+ ⊗ Vk → Ṽk.

Assuming KerDk = 0, we define a new collection of hermitian vector spaces V ′ by

V ′
l

def .
=

{
Vl if l 6= k,

KerD†
k if l = k,

(4.1)

where the hermitian structure on KerD†
k is the restriction of that on Ṽk. Since Dk is injective

by assumption, we have

v′ = sk ∗ v,

where v′ = dimV ′.
Let Ik : V ′

k = KerD†
k → Ṽk and Pk : Ṽk → V ′

k = KerD†
k be the inclusion and the orthogonal

projection. We define a new data (A′, Ψ ′) ∈ M(V ′, W ) by

A′
h

def .
=





(
AhπVk

+ (ωx)† ⊗ πh

)
Ik if h ∈ Ω, out(h) = k

(idS+ ⊗Pk) [(idS+ ⊗ιVk
)Ah − x ⊗ ιh] if h ∈ Ω, in(h) = k

Ah otherwise,

Ψ ′
l

def .
=

{
(idS+ ⊗P ) [(idS+ ⊗ιVk

)Ψk − x ⊗ πWk
] if l = k,

Ψl otherwise.

By Theorem 3.12 we have

Theorem 4.2. The data (A′, Ψ ′) satisfies the equation µ(A′, Ψ ′) = −skζ.

We denote the resulting map by

Sk : Mζ(v,w) → Mskζ(sk ∗ v,w).

We will also show that Sk maps M
reg
ζ (v,w) to M

reg
skζ(sk ∗ v,w) later.
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Remark 4.3. We can define the reflection functor Sk even when ζk = 0. But in this case we
have an orthogonal decomposition

V ′
k = Vk ⊕ Ker



∑

h∈Ω
in(h)=k

Ahπh +
∑

h∈Ω
in(h)=k

(ωAh)
†πh + ΨkπWk


 ,

and (A′, Ψ ′) is equal to (A, Ψ) extended to V ′
k by 0.

The following is the main theorem of this paper.

Theorem 4.4. The reflection functors Sk satisfy the defining relation (2.1) of the Weyl group.
More precisely, we have

SkSk = id: Mζ(v,w) → Mζ(v,w),

SkSl = SlSk : Mζ(v,w) → Mskslζ(sk ∗ sl ∗ v,w) if Akl = 0,

SkSlSk = SlSkSl : Mζ(v,w) → Mskslskζ(sk ∗ sl ∗ sk ∗ v,w) if Akl = 1,

where ζk 6= 0, ζl 6= 0, ζk + ζl 6= 0.

The second equality is trivial. The first and third equalities will be proved in §5 and §6
respectively.

As in [15, §9], we have the following application.

Theorem 4.5. Suppose ζ satisfies (2.7). Then there exists a Weyl group representation on
H∗(Mζ(v,w), R) if w −Cv = 0.

This is an analogue of Slodowy’s construction [19, IV] of Springer representation.

4(ii). Holomorphic description of reflection functors. Let us choose a particular com-
plex strcture, say I , and rewrite the reflection functor Sk in the holomorphic description in
§2(ii). Let x = [ z1

z2
] be the holomorphic description of x.

Let us consider the following:

Vk
αk−−−→ Ṽk = Vk ⊕

⊕

h:in(h)=k

Vout(h) ⊕ Wk
βk−−−→ Vk,(4.6)

where

αk =




z1 idVk⊕
Bh

jk


 , βk =

[
z2 idVk

∑
ε(h)Bh ik

]
.

The operator Dk can be identified with (αk, β
†
k).

We have an isomorphism KerD†
k
∼= Ker βk/ Im αk. We also have the followings by Lemma 3.10:

(1) (4.6) is a complex, i.e., βkαk = 0.
(2) αk is injective and βk is surjective.

Note that these statements can also be proved directly by using µ � (B, i, j) = −ζ � , z1z2 =
ζk,

� , and the stability condition.
For h ∈ H such that in(h) = k, let

B̃ ′
h

def .
=




Bh

−ε(h)z2ιh
0


 : Vout(h) → Ṽk, B̃ ′

h

def .
=
[
Bh −z1πh 0

]
: Ṽk → Vout(h).
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Since B̃ ′
h
αk = 0, we have an induced homomorphism Ker β/ Imα → Vout(h) from B̃ ′

h
. Let us

denote it by B ′
h
. Since βkB̃

′
h = 0, we have an induced homomorphism Vout(h) → Ker βk/ Im αk.

Let us denote it by B ′
h.

Let

ĩ′k
def .
=




ik
0

−z2ιWk


 : Wk → Ṽk, j̃′k

def .
=
[
jk 0 −z1πWk

]
: Ṽk → Wk.

Since βk ĩ
′
k = 0, j̃′kαk = 0, we have induced maps i′k : Wk → Ker βk/ Im αk and j′k : Ker βk/ Im αk →

Wk as above.
We define a new data (B ′, i′, j′) by setting B ′

h = Bh, i′l = il, j′l = jl for other edges h
and vertices l. Then the data (B ′, i′, j′) is a holomorphic description of (A′, Ψ ′) under the
isomorphism Ker β/ Im α ∼= KerDk = V ′

k .
By Theorem 4.2 and Proposition 2.11 we have the following.

Corollary 4.7. (B ′, i′, j′) satisfies µ � (B ′, i′, j′) = −skζ � and the the condition in Proposi-
tion 2.11(3) for skζ� .

4(iii). Another proof of Corollary 4.7. We give another proof of Corollary 4.7 in this
subsection. This is less conceptual, but works for arbitary grand field.

Note that we only need the equation µ � (B, i, j) = −ζ � to define (B ′, i′, j′) on Ker βk/ Im αk.
The following proof also shows that (B ′, i′, j′) is skζ� -semistable (resp. skζ� -stable) if (B, i, j)
is ζ� -semistable (resp. ζ� -stable).

Let V̂k =
⊕

h:in(h)=k Vout(h) ⊕ Wk. Let us modify (4.6) as follows:

Vk
σ

−−−→ V̂k
τ

−−−→ Vk,(4.8)

where

σ =

[⊕
Bh

jk

]
, τ =

[∑
ε(h)Bh ik

]
.(4.9)

Note that the equations µ(A, Ψ) = −ζ and µ(x) = ζ imply

τσ = −z1z2 = −ζk,
� , σ†σ − ττ † = −|z1|

2 + |z2|
2 = 2iζk,� .(4.10)

In the following proof we shall use the following weaker condition instead of the right equalities:

If ζk,
� = 0 and iζk, � < 0, then τ is surjective and z1 6= 0, z2 = 0.(4.11)

This condition follows from the ζ� -semistability of (B, i, j) and ζ� -stability of x.
We also consider similar things for V ′, B ′, i′, j′ and denote them by

V ′
k

σ′

−−−→ V̂ ′
k

τ ′

−−−→ V ′
k .

Note that V̂ ′
k = V̂k.

Assume iζk, � ≤ 0 and consider

V ′
k

σ′

−−−→ V̂ ′
k = V̂k

τ
−−−→ Vk.

(Exchange V and V ′ in the following discussion if iζk,� ≥ 0.)

Lemma 4.12 (cf. [11, 3.2]). (1) τσ′ = 0
(2) The complex is exact under (4.11).
(3) στ = σ′τ ′ − ζk,

� id �Vk
.
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Proof. (1) We have

[∑
ε(h)Bh ik

]
[
B̃ ′

h

j̃′k

]
=

[ ∑

h:in(h)=k

ε(h)BhBh + ikjk −z1

∑

h:in(h)=k

ε(h)Bh −z1ik
]

= −z1βk.

Since V ′
k = Ker βk/ Im αk, we have τσ′ = 0.

(2) Since the Euler characteristic of the complex is zero, it is enough to show that σ′ is
injective and τ is surjective.

Suppose ζk,
� 6= 0. Then τσ = −ζk,

� and τ ′σ′ = −ζ ′
k,

� = ζk,
� imply the injectivity of σ′ and

the surjectivity of τ .
If ζk,

� = 0, then we have iζk,� < 0 by assumption. Then τ is surjective and z1 6= 0, z2 = 0
by (4.11).

We want to show that Ker σ′ = 0. By the definition of (B ′, i′, j′), the map σ′ is induced from
[
σ −z1 id �Vk

]
: Ṽk = Vk ⊕ V̂k → V̂k.

Suppose [ vk
�v ] ∈ Vk ⊕ V̂k is in the kernel of the above map. Then σ(vk) = z1v̂. Hence [ vk

�v ] =
αk(vk/z1). This shows that σ′ is injective.

(3) We have

σ′τ ′ =

[⊕
B̃ ′

h

j̃′k

]
[∑

ε(h′)B̃ ′
h′ ĩ′k

]
=
[
σ −z1 id �Vk

] [ τ
−z2 id �Vk

]
= στ + z1z2 id �Vk

.

Thus we have the assertion by z1z2 = ζk,
� .

Now we begin the proof of Corollary 4.7. By Proposition 2.11(3) we may assume either
(a) (B, i, j) is ζ� -stable or (b) i = 0 = j and B is ζ� -stable in the sense of Definition 2.10.
We prove that (B ′, i′, j′) (or B ′ in case (b)) is ζ ′

� -stable. The proof for the case (b) is similar
to that for (a). So we only give the proof for (a). Note also that the proof also shows that
(B ′, i′, j′) is ζ ′

� -semistable if (B, i, j) is ζ� -semistable.
Suppose a collection S = (S ′

l)l∈I of subspaces S ′
l ⊂ V ′

l with B ′
out(h)(S

′
out(h)) ⊂ S ′

in(h), j′l(S
′
l) = 0

is given. We have

σ′(S ′
k) ⊂

⊕
S ′

out(h) ⊕ 0, τ ′
(⊕

S ′
out(h) ⊕ 0

)
⊂ S ′

k.(4.13)

Set

Sl
def .
=

{
S ′

l if l 6= k,

τ
(⊕

h:in(h)=k S ′
out(h) ⊕ 0

)
if l = k.

Then S = (Sl)l∈I is a collection of subspaces Sl ⊂ Vl.

Claim. Bout(h)(Sout(h)) ⊂ Sin(h), jl(Sl) = 0.

Proof. If in(h) 6= k 6= out(h), we have Bout(h)(Sout(h)) ⊂ Sin(h). If l 6= k, we have jl(Sl) = 0. If
in(h) = k, we have Bout(h)(Sout(h)) ⊂ Sk by the definition of Sk.

We have

σ(Sk) = στ
(⊕

Sout(h) ⊕ 0
)

= (σ′τ ′ + ζk,
� id)

(⊕
Sout(h) ⊕ 0

)

⊂ σ′(S ′
k) +

(⊕
Sout(h) ⊕ 0

)
=
⊕

Sout(h) ⊕ 0.

This proves the assertion.
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By the ζ� -stability condition of (B, i, j) we have

0 > ζ� (dim S) =
∑

l6=k

iζl, � dim Sl + iζk, � dim Sk(4.14)

unless S = 0. If S = 0, then S ′
l = 0 for l 6= k. Then (4.13) and the injectivity of σ′

(Lemma 4.12) imply S ′
k = 0. Thus S ′ = 0.

So we may suppose (4.14). Consider a complex

S ′
k

σ′

−−−→
⊕

Sout(h) ⊕ 0
τ

−−−→ Sk.

The left arrow is injective by Lemma 4.12. The right arrow is surjective by the definition of
Sk. Hence we have

dimSk ≤
∑

h:in(h)=k

dim Sout(h) − dimS ′
k.

Noticing iζk,� ≤ 0, we substitute this inequality into (4.14). Then we get

0 > i
∑

l6=k

(ζl,� + Aklζk, � ) dim Sl − iζk,� dim S ′
k = ζ ′

� (dim S ′).

Next suppose a collection T = (T ′
l )l∈I of subspaces T ′

l ⊂ V ′
l with B ′

out(h)(T
′
out(h)) ⊂ T ′

in(h),

Im i′l ⊂ T ′
l is given. We set

Tl
def .
=

{
T ′

l if l 6= k,

τ
(⊕

h:in(h)=k T ′
out(h) ⊕ Wk

)
if l = k.

By a similar argument as above we have Bh(Tout(h)) ⊂ Tin(h) and Im il ⊂ Tl. Thus we have

ζ� (dim V ) ≥ ζ� (dimT ) =
∑

l6=k

iζl, � dim Tl + iζk, � dim Tk,(4.15)

and we have the strict inequality unless T = V .
As above, we have

dim Tk ≤
∑

h:in(h)=k

dimTout(h) + dimWk − dimT ′
k.(4.16)

Combining this with (4.15), we get

ζ ′
� (dim V ′) ≥ ζ ′

� (dim T ′).

If we have the equality, we must have equalities in (4.15) and (4.16). The equality in (4.15)
implies T = V . Substituting it into the equality of (4.16), we get dimT ′

k = dimV ′
k . Thus

T ′ = V ′. This shows that (B ′, i′, j′) is ζ ′
� -stable. We have completed the proof.

Remark 4.17. Lemma 4.12 implies that Sk is the same as the map defined by Maffei [13]. Our
two proofs of the ζ ′

� -stability of (B ′, i′, j′) are totally different from his.
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4(iv). Reflection functor when ζk,
� 6= 0. In this subsection, we still use the holomorphic

description as in the previous subsection. We further assume ζk,
� 6= 0. Since we only need the

complex equation µ � (x) = ζk,
� in the holomorphic description, we may assume z1 = −1 and

z2 = −ζk,
� .

Let V̂k, σ, τ as in §4(iii). Since τσ = −ζk,
� by (4.10),

V̂k 3 x 7−→

(
x +

1

ζk,
� στx

)
⊕−

1

ζk,
� τx ∈ Ker τ ⊕ Vk(4.18)

is an isomorphism between V̂k and Ker τ ⊕ Vk.

Proposition 4.19. (1) The isomorphism (4.18) induces an isomorphism Ker τ
∼=
−→ Ker βk/ Im αk.

Combining it with the isomorphism V ′
k
∼= Ker βk/ Im αk, we have an isomorphism V ′

k

∼=
−→ Ker τ .

(2) Let h ∈ H such that in(h) = k. Under the above isomorphism Ker τ ∼= V ′
k , the map

B ′
h
: V ′

k → Vout(h) is identified with the composition of

Ker τ
inclusion
−−−−→ V̂k

projection
−−−−−→ Vout(h).

Similarly j′k : V ′
k → Wk is identified with the composition of Ker τ → V̂k → Wk.

(3) The map B ′
h is identified with the composition of

Vout(h)

ε(h)ζk, � ⊗idVout(h)
−−−−−−−−−−→

∼=
Vout(h)

inclusion
−−−−→ V̂k

(4.18)
−−−→

∼=
Ker τ ⊕ Vk

projection
−−−−−→ Ker τ.

Similarly i′k is identified with the composition of

Wk

ζk, � ⊗idWk−−−−−−→
∼=

Wk
inclusion
−−−−→ V̂k

(4.18)
−−−→

∼=
Ker τ ⊕ Vk

projection
−−−−−→ Ker τ.

Remark 4.20. This proposition shows that the reflection functor Sk is same as the one defined
by Crawley-Boevey and Hollands [2, §5] when ζk,

� 6= 0.

Proof. (1) Since Ṽk = Vk ⊕ V̂k, (4.18) induces the following commutative diagram:

Vk
αk−−−→ Ṽk

βk−−−→ Vk∥∥∥
y∼=

∥∥∥
Vk −−−→�

−1
0
1 �

Vk ⊕ Ker τ ⊕ Vk −−−−−−−−−→
[−ζk, � 0 −ζk, � ]

Vk

(4.21)

This induces an isomorphism Ker βk/ Im αk
∼= Ker τ .

(2) Consider B ′

h
. Note that (a) the restriction of the inverse of (4.18) to Ker τ is the inclusion

Ker τ ↪→ V̂k, and (b) the restriction of B̃ ′

h
to V̂k is −z1πVout(h)

= πVout(h)
. Then the assertion for

B ′
h

follows. The assertion for j′k can be checked in the same way.
(3) Consider B ′

h. The isomorphism Ker βk/ Im αk
∼= Ker τ is written as the composition of

Ker βk/ Im αk → V̂k/ Im σ
(4.18)
−−−→ (Ker τ ⊕ Vk) / (0 ⊕ Vk)

∼=
−→ Ker τ,(4.22)

where the first arrow is the homomorphism induced from the natural projection Ṽk → V̂k, and
the last arrow is the homomorphism induced from the projection Ker τ ⊕ Vk → Ker τ . If we
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compose B ′
h with the first arrow, then we get

[
−ε(h)z2ιVout(h)

0

]
mod Imσ =

[
ε(h)ζk,

� ιVout(h)

0

]
mod Im σ.

If we further compose maps in (4.22), we find the required identification of B ′
h. The assertion

for i′k can be proved in a similar way.

5. Relation (I)

In this section we check the relation SkSk = id under the assumption ζk 6= 0. Rotating by
an element of Sp(1)L if necessary, we may assume ζk,

� 6= 0. (Or by continuity with respect to
ζk,

� , we may assume ζk,
� 6= 0.)

Suppose that data (B, i, j) for V , W is given. We apply the reflection functor Sk to get data
(B ′, i′, j′) for V ′, W . Then we apply Sk again to obtain (B ′′, i′′, j′′) for V ′′, W .

Let us consider operators in (4.8) for (B ′, i′, j′) and denote them by σ′, τ ′:

V ′
k

σ′

−−−→
⊕

h∈H
in(h)=k

V ′
out(h) ⊕ Wk,

τ ′

−−−→ V ′
k

By Proposition 4.19, we can identify σ′ and τ ′ with the following operators via V ′
out(h) = Vout(h)

and the isomorphism V ′
k
∼= Ker τ respectively:

σ′ : Ker τ
inclusion
−−−−→ V̂k =

⊕

h∈H
in(h)=k

Vout(h) ⊕ Wk,

τ ′ : V̂k

ζk, � id �
Vk−−−−→

∼=
V̂k

(4.18)
−−−→

∼=
Ker τ ⊕ Vk

projection
−−−−−→ Ker τ.

(5.1)

Hence we have Ker τ ′ ∼= Im σ. This induces an isomorphism

Vk
σ
−→
∼=

Im σ ∼= Ker τ ′ Proposition 4.19(1)
−−−−−−−−−−→

∼=
V ′′

k .

Our remaining tasks are to identify B ′′, i′′, j′′ with B, i, j under this isomorphism.
Let h ∈ H such that out(h) = k. First consider B ′′

h. By Proposition 4.19(2), it is identified
with the composition of

Ker τ ′ inclusion
−−−−→ V̂k

projection
−−−−−→ Vin(h).

If we compose σ : Vk → Ker τ ′, we get Vk
σ
−→ V̂k

projection
−−−−−→ Vin(h). By the definition of σ, this is

equal to Bh : Vk → Vin(h). Similarly j′′k is identified with jk.
Next consider B ′′

h
. By Proposition 4.19(3), B ′′

h
is identified with the composition of

Vin(h)

ε(h)(−ζk, � )⊗idVin(h)
−−−−−−−−−−−→

∼=
Vin(h)

inclusion
−−−−→ V̂k

the first component of
−−−−−−−−−−−−→

(4.18) for B′, i′, j′
Ker τ ′.

The last map is given by

V̂k 3 x 7−→ x−
1

ζk,
� σ′τ ′x ∈ Ker τ ′.

By (5.1) and the definition of (4.18), this is equal to

−
1

ζk,
� στ.



QUIVER VARIETIES AND WEYL GROUP ACTIONS 23

Therefore, B ′′
h

can be identified with

−
1

ζk,
� σε(h)Bh

(
ε(h)(−ζk,

� ) ⊗ idVout(h)

)
= σBh.

Hence it can be identified with Bh if we compose σ−1 : Im σ → Vk. Similarly i′′k is identified
with ik. All other components are unchanged, hence (B ′′, i′′, j′′) is isomorphic to (B, i, j).

6. Relation (II)

Take two distinct vertices k, l ∈ I such that Akl = 1. In this section we check the relation
SkSlSk = SlSkSl under the assumption ζk 6= 0, ζl 6= 0, ζk + ζl 6= 0. Rotating by an element of
Sp(1)L or using the continuity, we may assume ζk,

� 6= 0, ζl,
� 6= 0, ζk,

� + ζl,
� 6= 0.

Suppose that data (B, i, j) for V , W is given. Let us use the notation for data which are
obtained by applying reflection functors successively to (B, i, j):

(B, i, j) for V
Sk=⇒ (B ′, i′, j′) for V ′ Sl=⇒ (B ′′, i′′, j′′) for V ′′ Sk=⇒ (B ′′′, i′′′, j′′′) for V ′′′

(B, i, j) for V
Sl=⇒ (′B, ′i, ′j) for ′V

Sk=⇒ (′′B, ′′i, ′′j) for ′′V
Sl=⇒ (′′′B, ′′′i, ′′′j) for ′′′V .

By the assumption, we have the unique oriented edge h0 such that out(h0) = k, in(h0) = l.
We also use the following notation:

V̆k
def .
=

⊕

h∈H :in(h)=k

h6=h0

Vout(h) ⊕Wk, V̆l
def .
=

⊕

h′∈H :in(h′)=l
h′ 6=h0

Vout(h′) ⊕Wl.(6.1)

So we have V̂k = V̆k ⊕ Vl, V̂l = V̆l ⊕ Vk.

6(i). Isomorphisms for vector spaces. Let us consider operators in (4.8) for (B ′, i′, j′) and
denote them by σ′, τ ′:

V ′
l

σ′

−−−→ V̂ ′
l

def .
=

⊕

h′:in(h′)=l

V ′
out(h′) ⊕ Wl

τ ′

−−−→ V ′
l .

Note that V ′
l = Vl and V̂ ′

l = V̆l ⊕ V ′
k . Let

ιV̆k
: V̆k → V̂k, ιV̆l

: V̆l → V̂ ′
l

be the inclusions, and let

πV̆k
: V̂k → V̆k, πV̆l

: V̂ ′
l → V̆l

be the projections.
Let I be the composition of

V̂ ′
l = V̆l ⊕ V ′

k

Proposition 4.19(1)
−−−−−−−−−−→

∼=
V̆l ⊕ Ker τ

inclusion
−−−−→ V̆l ⊕ V̂k = V̆l ⊕ V̆k ⊕ Vl

Lemma 6.2. (1) Under the composition of

V̂ ′
l

�

−→ V̆l ⊕ V̆k ⊕ Vl
projection
−−−−−→ V̆l ⊕ V̆k,

the kernel of τ ′ is mapped isomorphically to the kernel of

H : V̆l ⊕ V̆k → Vk,

where H
def .
=
[
Bh0

τ ′|V̆l
τ |V̆k

]
=
[
Bh0

∑
ε(h′)Bh′ Bh0

il
∑

ε(h)Bh ik
]
.
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(2) The composition of Ker τ ′ inclusion
−−−−→ V̂ ′

l = V̆l ⊕ V ′
k

projection
−−−−−→ V̆l is identified with the

composition of KerH
inclusion
−−−−→ V̆l ⊕ V̆k

projection
−−−−−→ V̆l under the above isomorphism.

(3) The composition of

Ker τ ′ inclusion
−−−−→ V̂ ′

l

�

−→ V̆l ⊕ V̆k ⊕ Vl
projection
−−−−−→ V̆k(6.3)

is identified with the composition of KerH
inclusion
−−−−→ V̆l ⊕ V̆k

projection
−−−−−→ V̆k under the above

isomorphism.
(4) The composition of

Ker τ ′ inclusion
−−−−→ V̂ ′

l

�

−→ V̆l ⊕ V̆k ⊕ Vl
projection
−−−−−→ Vl

is identified with the composition of

KerH
inclusion
−−−−→ V̆k ⊕ V̆l

projection
−−−−−→ V̆l

−ε(h0)τ ′ι
V̆l−−−−−−→ V ′

l = Vl.

Proof. (1) Under the injective map I : V̂ ′
l → V̆l ⊕ V̂k the kernel of τ ′ is mapped to the kernel of

[
0 τ

τ ′|V̆l
ε(h0)πh0

]
: V̆l ⊕ V̂k → Vk ⊕ Vl,

where we have used Proposition 4.19(2) to rewrite the restriction of τ ′ to V ′
k
∼= Ker τ . Using

V̂k = V̆k ⊕ Vl, we can rewrite the above as
[

0 τ |V̆k
ε(h0)Bh0

τ ′|V̆l
0 ε(h0) idVl

]
: V̆l ⊕ V̆k ⊕ Vl → Vk ⊕ Vl.(6.4)

Then we eliminate the component Vl, and get the assertion.
(2),(3) Clear from the above discussion.
(4) The projection to the Vl-component from the kernel of (6.4) is given by

−ε(h0)τ
′|V̆l

.

This is nothing but the assertion.

Let us consider operators in (4.8) for (B ′′, i′′, j′′) and denote them by σ′′, τ ′′:

V ′′
k

σ′′

−−−→ V̂ ′′
k

def .
=
⊕

h:in(h)=k V ′′
out(h) ⊕ Wk

τ ′′

−−−→ V ′′
k .

Note that V̂ ′′
k = V̆k ⊕ V ′′

l .
Let I be the composition of

V̂ ′′
k = V̆k ⊕ V ′′

l

Proposition 4.19(1) for (B′′, i′′, j′′)
−−−−−−−−−−−−−−−−−−−→

∼=
V̆k ⊕ Ker τ ′

inclusion
−−−−→ V̆k ⊕ V̂ ′

l

id
V̆l

⊕
�

−−−−→ V̆k ⊕ V̆l ⊕ V̆k ⊕ Vl.

Lemma 6.5. (1) Under the composition of

V̂ ′′
k

I
−→ V̆k ⊕ V̆l ⊕ V̆k ⊕ Vl

projection to the first two factors
−−−−−−−−−−−−−−−−−−→ V̆k ⊕ V̆l

the kernel of τ ′′ is mapped isomorphically to the kernel of

G : V̆k ⊕ V̆l → Vl,

where G
def .
=
[
Bh0τ |V̆k

τ ′|V̆l

]
=
[
Bh0

∑
ε(h)Bh Bh0ik

∑
ε(h′)Bh′ il

]
.
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(2) The composition of Ker τ ′′ inclusion
−−−−→ V̂ ′′

k = V̆k ⊕ V ′′
l

projection
−−−−−→ V̆k is identified with the

composition of KerG
inclusion
−−−−→ V̆k ⊕ V̆l

projection
−−−−−→ V̆k under the above isomorphism.

(3) The composition of

Ker τ ′′ inclusion
−−−−→ V̂ ′′

k
I
−→ V̆k ⊕ V̆l ⊕ V̆k ⊕ Vl

projection
−−−−−→ V̆l

is identified with the composition of KerG
inclusion
−−−−→ V̆k ⊕ V̆l

projection
−−−−−→ V̆l under the above iso-

morphism.
(4) The composition of

Ker τ ′′ inclusion
−−−−→ V̂ ′′

k
I
−→ V̆k ⊕ V̆l ⊕ V̆k ⊕ Vl

projection to the third factor
−−−−−−−−−−−−−−−−→ V̆k(6.6)

is identified with the composition of KerG
inclusion
−−−−→ V̆k ⊕ V̆l

projection
−−−−−→ V̆k → V̆k where the last

map is

−ε(h0)
(
ζk,

� idV̆k
+πV̆k

στιV̆k

)
.

Proof. We use Lemma 6.2 after replacing k, l, h0, h′, V , (B, i, j) by l, k, h0, h, V ′, (B ′, i′, j′)
respectively.

(1) The kernel of τ ′′ is isomorphic to the kernel of
[
B ′

h0

∑
ε(h)B ′

h B ′
h0

i′k
∑

ε(h′)B ′
h′ i′l

]
: V̆k ⊕ V̆l → Vl,

Although we should replace Vout(h′), Vout(h) by V ′
out(h′), V ′

out(h) in the definition of V̆k, V̆l in (6.1),

they are the same by definition. In the same way, the last Vl was a replacement of V ′
l .

Also by definition, B ′
h and i′l appearing in the last two rows are equal to Bh and il respectively.

Moreover, B ′
h0

B ′
h′ is equal to

1

ζk,
� Bh0(ε(h

′)Bh′)
(
ε(h′)ζk,

� ⊗ idVout(h′)

)
= Bh0Bh′

by Proposition 4.19(2),(3). Similarly, B ′
h0

i′k is equal to Bh0ik. Thus the above operator is the
same as G.

(2),(3) It follows from Lemma 6.2(2),(3)
(4) Spelling out the definitions of I, I, we can rewrite (6.6) as the composition of

(6.7) Ker τ ′′ inclusion
−−−−→ V̂ ′′

k = V̆k ⊕ V ′′
l

∼=
−→ V̆k ⊕ Ker τ ′ inclusion

−−−−→ V̆k ⊕ V̂ ′
l = V̆k ⊕ V̆l ⊕ V ′

k

projection
−−−−−→ V ′

k

∼=
−→ Ker τ

inclusion
−−−−→ V̂k = V̆k ⊕ Vl

projection
−−−−−→ V̆k.

By the replacement of Lemma 6.2(4) the composition of the first five maps of this is identified
with

KerG
inclusion
−−−−→ V̆l ⊕ V̆k

projection
−−−−−→ V̆k

inclusion
−−−−→ V̂ ′′

k

−ε(h0)τ ′′

−−−−−→ V ′′
k = V ′

k

∼=
−→ Ker τ.

The composition of the last three maps is explicitly written as

V̆k =
⊕

h′′∈H :in(h′′)=k

h′′ 6=h0

V ′
out(h′′) ⊕ Wk

−ε(h0)[
�

ε(h′′)B′
h′′ i′k ]

−−−−−−−−−−−−−−→ V ′
k

∼=
−→ Ker τ.

By Proposition 4.19(3) this is equal to

V̆k

−ε(h0)ζk, � id
V̆k−−−−−−−−→ V̆k

inclusion
−−−−→ V̂k

(4.18)
−−−→ Ker τ ⊕ Vk

projection
−−−−−→ Ker τ.
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Composing the last two maps of (6.7) and using the definition of (4.18), we get the assertion.

By Lemmas 6.2, 6.5 we have

V ′′′
k

∼= KerG, V ′′′
l = V ′′

l
∼= KerH.(6.8)

Note that G is obtained from H by exchanging k ↔ l, h0 ↔ h0. Thus we have isomorphisms

V ′′′
k

∼= ′′′Vk, V ′′′
l

∼= ′′′Vl.

The other components for V ′′′ and ′′′V are the same, so we have isomorphisms V ′′′ ∼= ′′′V .

6(ii). Identification of data, Part (I). Our remaining tasks are to identify (B ′′′, i′′′, j′′′)
with (′′′B, ′′′i, ′′′j) under this isomorphism.

Take h ∈ H, h′ ∈ H such that in(h) = k, in(h′) = l, h 6= h0, h′ 6= h0. By Proposition 4.19(2),
B ′′′

h
is identified with the composition of

Ker τ ′′ inclusion
−−−−→ V̂ ′′

k

projection
−−−−−→ V ′′

out(h) = Vout(h).

By Lemma 6.5(2) it is identified with the composition of

KerG
inclusion
−−−−→ V̆k ⊕ V̆l

projection
−−−−−→ Vout(h).

By Proposition 4.19(2), B ′′′

h′ = B ′′

h′ is identified with the composition of

Ker τ ′ inclusion
−−−−→ V̂ ′

l

projection
−−−−−→ V ′

out(h′) = Vout(h′).

By Lemma 6.2(2) it is identified with the composition of

KerH
inclusion
−−−−→ V̆l ⊕ V̆k

projection
−−−−−→ Vout(h′).

Noticing that the above identifications are interchanged under k ↔ l, G ↔ H, h ↔ h′, h0 ↔ h0,
we find that B ′′′

h
, B ′′′

h′ are identified with ′′′Bh,
′′′Bh′ respectively. Similarly j′′′k , j′′′l are identified

with ′′′jk,
′′′jl respectively.

6(iii). Identification of data, Part (II). By Proposition 4.19(3), B ′′′
h′ = B ′′

h′ is identified
with the composition of

Vout(h′) = V ′
out(h′)

ε(h′)(ζl, � +ζk, � )⊗idV ′
out(h′)

−−−−−−−−−−−−−−−→
∼=

V ′
out(h′)

inclusion
−−−−→ V̂ ′

l

the first component of
−−−−−−−−−−−−→

(4.18) for (B′, i′, j′)
Ker τ ′.(6.9)

Let us consider the compositon of

Vout(h′)
(6.9)
−−→ Ker τ ′ Lemma 6.2

−−−−−−→
∼=

KerH
inclusion
−−−−→ V̆l ⊕ V̆k.(6.10)

Using Lemma 6.2(2) and the definition of (4.18), we find that the V̆l-component of (6.10) is
given by

ε(h′)(ζk,
� + ζl,

� )ιh′ + πV̆l
σ′Bh′ : Vout(h′) → V̆l,

where ιh′ : Vout(h′) → V̆l is the inclusion.

Let us compute the V̆k-component of (6.10). By Lemma 6.2(3) it is given by the composition
of

Vout(h′)
(6.9)
−−→ Ker τ ′ (6.3)

−−→ V̆k.
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Spelling out the definition of (6.9) and (6.3), we find that this is equal to

ε(h′)(ζl,
� + ζk,

� )P
1

ζk,
� + ζl,

� B ′
h0

(ε(h′)Bh′) = PB′
h0

Bh′ ,

where P is the composition of

V ′
k

Proposition 4.19(1)
−−−−−−−−−−→

∼=
Ker τ

inclusion
−−−−→ V̂k

projection
−−−−−→ V̆k.

If we rewrite B ′

h0
by Proposition 4.19(3), the above becomes

1

ζk,
� πV̆k

σ
(
ε(h0)Bh0

)
ε(h0)ζk,

� Bh′ = πV̆k
σBh0

Bh′ .

Thus (6.10) is given by

[
ε(h′)(ζk,

� + ζl,
� )ιh′ + πV̆l

σ′Bh′

πV̆k
σBh0

Bh′

]
: Vout(h′) → V̆l ⊕ V̆k.

By Proposition 4.19(3), B ′′′
h is identified with the composition of

Vout(h) = V ′′
out(h)

ε(h)ζl, � ⊗idV ′′
out(h)

−−−−−−−−−−→
∼=

V ′′
out(h)

inclusion
−−−−→ V̂ ′′

k

the first component of
−−−−−−−−−−−−→
(4.18) for (B′′, i′′, j′′)

Ker τ ′′.(6.11)

Let us consider the composition of

Vout(h)
(6.11)
−−−→ Ker τ ′′ Lemma 6.5

−−−−−−→
∼=

KerG
inclusion
−−−−→ V̆k ⊕ V̆l.(6.12)

Using the above calculation after replacing k, l, h0, h′, V , (B, i, j) by l, k, h0, h, V ′, (B ′, i′, j′)
respectively, we find that (6.12) is given by

[
ε(h)ζl,

� ιh + πV̆k
σ′′B ′

h

πV̆l
σ′B ′

h0
B ′

h

]
: Vout(h) → V̆k ⊕ V̆l,

where ιh is the inclusion Vout(h) → V̆k. By Proposition 4.19, we have

B ′
h0

B ′
h = Bh0Bh,

πV̆k
σ′′B ′

h = ε(h)ζk,
� ιh + σBh.

Thus the above is equal to

[
ε(h)(ζk,

� + ζl,
� )ιh + πV̆k

σBh

πV̆l
σ′Bh0Bh

]
.

Noticing that the above identifications are interchanged under k ↔ l, G ↔ H, h ↔ h′, h0 ↔ h0,
we find that B ′′′

h , B ′′′
h′ are identified with ′′′Bh,

′′′Bh′ respectively.
Similarly, i′′′k , i′′′l are identified with ′′′ik,

′′′il respectively.
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6(iv). Rewrite B ′′′
h0

. By Proposition 4.19(2), B ′′′
h0

is identified with the composition of

Ker τ ′′ inclusion
−−−−→ V̂ ′′

k

projection
−−−−−→ V ′′

l .(6.13)

We want to study the composition of

(6.14) KerG
Lemma 6.5(1)
−−−−−−−→

∼=
Ker τ ′′ (6.13)

−−−→ V ′′
l

Proposition 4.19(1) for (B′, i′, j′)
−−−−−−−−−−−−−−−−−−→

∼=
Ker τ ′ Lemma 6.2(1)

−−−−−−−→
∼=

KerH
inclusion
−−−−→ V̆l ⊕ V̆k.

First consider the V̆l-component. By Lemma 6.2(2), the V̆l-component of the composition of
the last two maps of (6.14) is equal to the composition of

Ker τ ′ inclusion
−−−−→ V̂ ′

l = V̆l ⊕ V ′
k

projection
−−−−−→ V̆l.

Substituting this back to (6.14), we find that the V̆l-component of (6.14) is equal to the
composition of

KerG
inclusion
−−−−→ V̆k ⊕ V̆l

projection
−−−−−→ V̆l

by Lemma 6.5(3).

Next consider the V̆k-component of (6.14). By Lemma 6.2(3), the V̆k-component of the
composition of the last two maps of (6.14) is equal to the composition of

Ker τ ′ inclusion
−−−−→ V̂ ′

l

�

−→ V̆l ⊕ V̆k ⊕ Vl
projection
−−−−−→ V̆k.

Substituting this back to (6.14), we find that the V̆k-component of (6.14) is equal to the
composition of

KerG
∼=
−→ Ker τ ′′ inclusion

−−−−→ V̂ ′′
k

(6.6)
−−→ V̆k.

By Lemma 6.5(4) this is equal to

KerG
inclusion
−−−−→ V̆k ⊕ V̆l

projection
−−−−−→ V̆k

−ε(h0) � ζk, � id
V̆k

+π
V̆k

στι
V̆k �−−−−−−−−−−−−−−−−−→ V̆k.

6(v). Rewrite B ′′′

h0
. By Proposition 4.19(3), B ′′′

h0
is identified with the composition of

V ′′
l

ε(h0)ζl, � ⊗idV ′′
l−−−−−−−−→

∼=
V ′′

l
inclusion
−−−−→ V̂ ′′

k

the first component of
−−−−−−−−−−−−→
(4.18) for (B′′, i′′, j′′)

Ker τ ′′.(6.15)

We want to study the composition of

(6.16) KerH
Lemma 6.2(1)
−−−−−−−→

∼=
Ker τ ′ Proposition 4.19(1) for (B′, i′, j′)

−−−−−−−−−−−−−−−−−−→
∼=

V ′′
l

(6.15)
−−−→ Ker τ ′′ Lemma 6.5

−−−−−−→
∼=

KerG
inclusion
−−−−→ V̆k ⊕ V̆l.

First consider the V̆k-component. By Lemma 6.5(2), the V̆k-component of the composition of
the last two maps of (6.16) is equal to the composition of

Ker τ ′′ inclusion
−−−−→ V̂ ′′

k = V̆k ⊕ V ′′
l

projection
−−−−−→ V̆k.
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Spelling out the definition of maps in (6.15), we find that the V̆k-component of the composition
of the last three maps of (6.16) is equal to the composition of

V ′′
l

B′′

h0−−→ V ′′
k

σ′′

−→ V̂ ′′
k = V̆k ⊕ V ′′

l

projection
−−−−−→ V̆k.(6.17)

The composition of the last two maps of (6.17) is equal to the composition of

V ′′
k = V ′

k

���
B′

h

j′k �
−−−−−→ V̆k =

⊕

h∈H :in(h)=k

h6=h0

Vout(h) ⊕ Wk.

By Proposition 4.19(2), this can be rewritten as

V ′′
k = V ′

k

Proposition 4.19(1)
−−−−−−−−−−→

∼=
Ker τ

inclusion
−−−−→ V̂k = V̆k ⊕ Vl

projection
−−−−−→ V̆k.

Let us substitute this back to (6.17), compose the map Ker τ ′
∼=
−→ V ′′

l in (6.16) and then rewrite
B ′′

h0
by Proposition 4.19(2). We get

Ker τ ′ inclusion
−−−−→ V̂ ′

l

projection
−−−−−→ V ′

k

Proposition 4.19(1)
−−−−−−−−−−→

∼=
Ker τ

inclusion
−−−−→ V̂k = V̆k ⊕ Vl

projection
−−−−−→ V̆k.

This is nothing but (6.3). By Lemma 6.2(3) this is identified with

KerH
inclusion
−−−−→ V̆k ⊕ V̆l

projection
−−−−−→ V̆k

under the first map KerH
∼=
−→ Ker τ ′ in (6.16).

Next study the V̆l-component of (6.16). By Lemma 6.5(3), the V̆l-component of the compo-
sition of the last two maps of (6.16) is equal to the composition of

(6.18) Ker τ ′′ inclusion
−−−−→ V̂ ′′

k

projection
−−−−−→ V ′′

l

Proposition 4.19(1)
−−−−−−−−−−→

∼=
Ker τ ′ inclusion

−−−−→ V̂ ′
l = V̆l ⊕ V ′

k

projection
−−−−−→ V̆l.

If we compose (6.15) with the first two maps of above, we get

ε(h0)ζl,
� ⊗ idV ′′

l
+B ′′

h0
B ′′

h0
: V ′′

l → V ′′
l .(6.19)

We study each summand separately. The first summand gives us

V ′′
l

∼=
−→ Ker τ ′ inclusion

−−−−→ V̂ ′
l

projection
−−−−−→ V̆l

ε(h0)ζl, � id
V̆l−−−−−−−→ V̆l.

If we compose first two maps KerH → Ker τ ′ → V ′′
l of (6.16) with above, we get

KerH
inclusion
−−−−→ V̆l ⊕ V̆k

projection
−−−−−→ V̆l

ε(h0)ζl, � id
V̆l−−−−−−−→ V̆l

by Lemma 6.2(2).
Next consider the second summand of (6.19). Let us rewrite B ′′

h0
by Proposition 4.19(3),

and then compose with the last three maps in (6.18). The result is

πV̆l
σ′B ′

h0
: V ′

k → V̆l.
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By Proposition 4.19(2), this is equal to

V ′
k

∼=
−→ Ker τ

inclusion
−−−−→ V̂k

projection
−−−−−→ Vl = V ′

l

π
V̆l

σ′

−−−→ V̆l.

If we rewrite B ′′
h0

by Proposition 4.19(2) and compose with above, we get

V ′′
l

∼=
−→ Ker τ ′ inclusion

−−−−→ V̂ ′
l

projection
−−−−−→ V ′

k

∼=
−→ Ker τ

inclusion
−−−−→ V̂k

projection
−−−−−→ Vl = V ′

l

π
V̆l

σ′

−−−→ V̆l.

If we compose first two maps KerH → Ker τ ′ → V ′
l of (6.16) with above, we get

KerH
inclusion
−−−−→ V̆k ⊕ V̆l

projection
−−−−−→ V̆l

−ε(h0)τ ′ι
V̆l−−−−−−→ V ′

l

π
V̆l

σ′

−−−→ V̆l

by Lemma 6.2(4). Thus the V̆l-component of (6.16) is given by

KerH
inclusion
−−−−→ V̆k ⊕ V̆l

projection
−−−−−→ V̆l

ε(h0)ζl, � id
V̆l

−ε(h0)π
V̆l

σ′τ ′ι
V̆l−−−−−−−−−−−−−−−−−→ V̆l.

Since ε(h0) = −ε(h0), this shows that (6.16) and (6.14) is interchanged under k ↔ l, G ↔
H, h0 ↔ h0. Thus B ′′′

h0
, B ′′′

h0
are identified with ′′′Bh0 ,

′′′Bh0
respectively. Combining all

identifications together, we find that (B ′′′, i′′′, j′′′) is isomorphic to (′′′B, ′′′i, ′′′j).

7. Composition

Suppose that we have another admissible collection
{

(Āl, Ψ̄ l) ∈ M(V̄ l, W l), Φ̄h
}

l∈I,h∈Ω
. We

apply the reflection functor F(A•,Ψ•,Φ•) to each (Āl, Ψ̄ l) to get data (Ā′l, Ψ̄ ′l) for V̄ ′l, W l.
Let

Dl
k : S+ ⊗ L(V k, V̄ l) → V̄ l

k ⊕ E(V k, V̄ l) ⊕
(
V k

l

)∗

be the operator (3.8) for (Āl, Ψ̄ l). Here we use W l
m = C for m = l and 0 otherwise. Then

V̄ ′l was defined as KerDl†
k . Let I l

k and P l
k be the inclusion and the orthogonal projection of

KerDl†
k in V̄ l

k ⊕ E(V k, V̄ l) ⊕
(
V k

l

)∗
.

For each h ∈ Ω we define Φ̄′h ∈ S+ ⊗ L(V̄ ′ in(h), V̄ ′ out(h)) by

(
Φ̄′h

k I
in(h)
k

)



v
C
b


 def .

=
(
idS+ ⊗Pout(h)

)



Φ̄h
kv

Φ̄hC + Ψ̄
out(h)
out(h) ⊗ b

−
(
ωΨ̄

in(h)
in(h)

)†
Ch + bAk

h




for




v
C
b


 ∈ V̄

in(h)
k ⊕ E(V k, V̄ in(h)) ⊕

(
V k

in(h)

)∗
.

Here Ψ̄
out(h)
out(h) ⊗ b is considered as an element of S+ ⊗E(V k, V̄ out(h)) via the inclusion (V k

in(h))
∗ ⊗

V̄
out(h)
out(h) ⊂ E(V k, V̄ out(h)).

Proposition 7.1.
{

(Ā′l, Ψ̄ ′l), Φ̄′h
}

l∈I,h∈Ω
is an admissible collection.

Proof. Let us consider the complex (3.9) for V = V̄ l, W = W l and denote the operators by αl
k

and β l
k:

L(V k, V̄ l)
αl

k−−−→ V̄ l
k ⊕ E(V k, V̄ l) ⊕

(
V k

l

)∗ βl
k−−−→ L(V k, V̄ l).
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Thus we have the isomorphism V̄ l
k
∼= Ker β l

k/ Im αl
k.

Our first aim is to give the holormorphic description of Φ̄′h. Let B̄k, īk, j̄k, φ̄h be the holo-

morphic description of Āk, Ψ̄k, Φ̄h.
Let

φ̄′h
k : V̄

out(h)
k ⊕ E(V k, V̄ out(h)) ⊕

(
V k

out(h)

)∗
→ V̄

in(h)
k ⊕ E(V k, V̄ in(h)) ⊕

(
V k

in(h)

)∗
,

φ̄′h
k




v
C
b


 =




φ̄h
kv

φ̄hC − ε(h)̄i
in(h)
in(h) ⊗ b

j̄
out(h)
out(h)Ch + bBk

h


 .

We claim that φ̄′h
k maps Ker β

out(h)
k (resp. Im α

out(h)
k ) to Ker β

in(h)
k (resp. Imα

in(h)
k ). In fact,

we have

β
out(h)
k φ̄′h

k




v
C
b




= ε
(
B̄ in(h)φ̄hC + φ̄hCBk

)
+ B̄

in(h)

h
īin(h) ⊗ b − īin(h) ⊗ bBk

h
+ φ̄h

kv ⊗ jk + īout(h)
(
j̄out(h)Ch + bBk

h

)

= φ̄h
(
ε
(
B̄out(h)C + CBk

)
+ v ⊗ jk + īout(h) ⊗ b

)
= φ̄hβ

out(h)
k




v
C
b


 ,

where we have used (3.2) in the second equality. Similarly we have

φ̄′h
k α

out(h)
k η = α

in(h)
k (φ̄hη).

These show the claim.
Thus φ̄′h

k induces a homomorphism from V̄
′ out(h)
k = Ker β

out(h)
k / Im α

out(h)
k to V̄

′ in(h)
k = Ker β

in(h)
k / Im α

in(h)
k .

We denote the induced map by φ̄′h
k for brevity. It is clear that φ̄′h

k is the holomorphic descrip-

tion of Φ̄′h
k . By the technique explained explained in §1(iv), our remaining task is to check

(3.2) for φ̄′h
k and (B̄ ′l, ī′l, j̄′l).

For t[ v C b ] ∈ V̄
out(h)
out(h′) ⊕ E(V out(h′), V̄ out(h)) ⊕

(
V

out(h′)
out(h)

)∗
we have

B̄
′ in(h)
h′ φ̄′h

out(h′)




v
C
b


 =




B̄
in(h)
h′ φ̄h

out(h′)v +
(
φ̄h

in(h′)Ch′ − δhh′ε(h)̄i
in(h)
in(h) ⊗ b

)
i
out(h′)
out(h′)

ε(h′)φ̄h
out(h′)v ⊗ j

in(h′)

in(h′) +
(
φ̄hC − ε(h)̄i

in(h)

in(h) ⊗ b
)

φh′

(
j̄
out(h)
out(h)Ch + bB

out(h′)

h

)
φh′

in(h)




=




φ̄h
in(h′)

(
B̄

out(h)
h′ v + Ch′i

out(h′)

out(h′)

)
− δhh′ε(h)̄i

in(h)

in(h) ⊗
(
bi

out(h)

out(h) + j̄
out(h)

out(h)v
)

ε(h′)φ̄h
out(h′)v ⊗ j

in(h′)
in(h′) +

(
φ̄hC − ε(h)̄i

in(h)
in(h) ⊗ b

)
φh′

j̄
out(h)

out(h)Chφ
h′

in(h) + bφh′

out(h)B
in(h′)

h
+ δhh′ε(h)bi

out(h)

out(h) ⊗ j
in(h)

in(h)




=
(
φ̄′h

in(h′)B̄
′ out(h)
h′ − δhh′ε(h)̄i

′ in(h)
in(h) ⊗ j̄

′ out(h)
out(h)

)



v
C
b


 .
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We also have

B̄
′ in(h)

h
ī
′ in(h)
in(h) =




B̄
in(h)

h
ī
in(h)
in(h)

ε(h)̄i
in(h)

in(h) ⊗ j
out(h)

out(h)

−j
in(h)
in(h)φ

h
in(h)


 =




φ̄h
out(h) ī

out(h)
out(h)

ε(h)̄i
in(h)

in(h) ⊗ j
out(h)

out(h)

−j
out(h)
out(h)B

out(h)

h


 = φ̄′h

out(h) ī
′ out(h)
out(h) .

For t[ v C b ] ∈ V̄
out(h)

in(h) ⊕ E(V in(h), V̄ out(h)) ⊕
(
V

in(h)
out(h)

)∗
we have

j̄
′ out(h)
out(h) B̄

′ out(h)

h




v
C
b


 = j̄

out(h)
out(h)

(
B̄hvin(h) + Chi

in(h)
in(h)

)
+ bφh

out(h)i
out(h)
out(h)

= j̄
in(h)
in(h) φ̄

h
in(h)v + j̄

out(h)
out(h)Chi

in(h)
in(h) + bB

in(h)

h
i
in(h)
in(h)

= j̄
′ in(h)
in(h) φ̄′h

in(h)




v
C
b


 .

Thus we have checked (3.2).

Let w be an element of the Weyl group and si1 · · · sin its reduced expression. We consider
the composition of reflection functors:

Si1 · · ·Sin : Mζ(v,w) → Mwζ(w ∗ v,w),

where we assume

ζ /∈
⋃

θ∈R+

R
3 ⊗Dθ

so that M
reg
ζ (v′,w) = Mζ(v

′,w) for any v′. By Theorem 4.4 the composite is independent of
the choice of the reduced expression, so we may denote it by Sw.

We apply Sw to the trivial admissible collection (the first example) to get data (Ak, Ψk) ∈

Mwζ(w∗ek0, ek). By Proposition 7.1 (and induction), there exists Φh such that
{

(Ak, Ψk, Φh)
}

k∈I,h∈Ω

is an admissible collection. This is the admissible collection explained in Conjecture 3.15(2).

8. Reflection functors are Hyper-Kähler isometry

Theorem 8.1. The reflection functor Sk : M
reg
ζ (v,w) → M

reg
skζ(sk ∗ v,w) is a hyper-Kähler

isometry, i.e., it respects the Riemannian metrics and three almost complex structures I , J ,
K.

Proof. Take a point in M
reg
ζ (v,w) and fix its representative (A, Ψ) in µ−1(−ζ). A tangent

vector of M
reg
ζ (v,w) at (A, Ψ) is represented by (δA, δΨ) ∈ M(V,W ) such that

dµ(A,Ψ )(δA, δΨ) = 0, (δA, δΨ) is orthogonal to the orbit GV · (A, Ψ).(8.2)

We take a family (At, Ψt) (−ε < t < ε) of data for V , W such that

A|t=0 = A, Ψ |t=0 = Ψ, δA =
d

dt

∣∣∣∣
t=0

At, δΨ =
d

dt

∣∣∣∣
t=0

Ψt.
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be the derivative of At, Ψt at t = 0. Let (A′
t, Ψ

′
t) be the data for V ′, W obtained by applying

the reflection functor Sk to (A, Ψ). Then dSk(δA, δΨ) is given

δA′ def .
=

d

dt

∣∣∣∣
t=0

A′
t, δΨ ′ def .

=
d

dt

∣∣∣∣
t=0

Ψ ′
t .

We want to show

g ((δA, δΨ), (δA, δΨ)) = g′ ((δA′, δΨ ′), (δA′, δΨ ′)) ,(8.3)

I(δA, δΨ) = I ′(δA′, δΨ ′), J(δA, δΨ) = J ′(δA′, δΨ ′), K(δA, δΨ) = K ′(δA′, δΨ ′),(8.4)

where (g, I, J, K) (resp. (g′, I ′, J ′, K ′)) is the hyper-Kähler structure on Mζ(v,w) (resp. Mskζ(sk∗
v,w)).

Let D be as in (3.8). Let {eµ} be an orthonormal basis of V ′
k = KerD†. The derivative

δ(Ieµ) with respect to t satisfies D†δ(Ieµ) = −(δD†)Ieµ. If we normalize eµ by requiring
δ(Ieµ) ⊥ KerD†, this equation implies

δ(Ieµ) = −D(1S+ ⊗ ∆−1)(δD†)Ieµ.(8.5)

Let us choose a complex structure, say I , and use the holomorphic description. We consider
operators in (4.8) for (A, Ψ) and (A′, Ψ ′) and denote them by σ, τ and σ′, τ ′. We have

δτ σ + τ δσ = 0, δτ τ † − σ† δσ = 0.(8.6)

Here the first equation comes from the differentiation of τσ = −ζk,
� . The second equation is

a consequence of ττ † − σ†σ = −ζ
(k)

� and the second condition in (8.2).

Let us consider (τ ′, eµ) as an element of V̂ ∗
k . By (8.5), its derivative is given by

δ(τ ′, eµ) =

(
δ

[
τ

−z2

]
, Ieµ

)
+

([
τ

−z2

]
, δ(Ieµ)

)

=

([
δτ
0

]
, Ieµ

)
−

([
τ

−z2

]
,

{[
z1 z2

σ τ †

][
∆−1 0
0 ∆−1

][
0 δσ†

0 δτ

]}
Ieµ

)

=

(
P

[
δτ
0

]
, eµ

)
−

(
P

[
0
δσ

]
∆−1

[
z1 σ†

] [ τ
−z2

]
, eµ

)
.

Similarly we have

δ (σ′(eµ)) =
[
δσ 0

]
Ieµ −

[
σ −z1

] [z2

τ †

]
∆−1

[
0 δτ

]
Ieµ.

Let us check that analogue of (8.6) for σ′, τ ′:

δ(τ ′, eµ)σ′(eν) + (τ ′, eµ) δ (σ′(eν)) = 0,

δ(τ ′, eµ) τ ′†(eν) − (σ′†, eµ) δ(σ′(eν)) = 0.
(8.7)

The first equation is a consequence of τ ′σ′ = ζk,
� . The second equation is equivalent to

P

([
δτ
0

]
−

[
0
δσ

]
∆−1

[
z1 σ†

] [ τ
−z2

]) [
τ † −z2

]
I

− P

[
σ†

−z1

]([
δσ 0

]
−
[
σ −z1

] [z2

τ †

]
∆−1

[
0 δτ

])
I = 0.
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By (4.10, 8.6), the left hand side is equal to

−P

[
0 0
0 z2 δσ∆−1(−z1τ + z2σ

†)

]
I + P

[
0 0
0 z1(−z2σ + z1τ

†)∆−1δτ

]
I.

If v′ lies in KerD† = Ker
[

z1 σ†

z2 τ

]
, we have

(
−z1

[
0
τ

]
+ z2

[
0
σ†

])
Iv ′ =

(
−z1

[
0
z2

]
+ z2

[
0
z1

])
Iv ′ = 0.

Hence the first term vanishes. Taking the hermitian adjoint, we have
(

v′, P

(
−z2

[
0
σ

]
+ z1

[
0
τ †

]))
= 0.

Hence the second term also vanishes. Thus we have checked (8.7).
Next we calculate the norm of δ(τ ′, eµ) and δ(σ′(eµ)). We have

∑

µ

(δ(τ ′, eµ), δ(τ
′, eµ))

= tr

(
P

[
δτ
0

] [
δτ † 0

]
I

)
− tr

(
P

[
δτ
0

] [
τ † −z2

] [z1

σ

]
∆−1

[
0 δσ†

]
I

)

− tr

(
P

[
0
δσ

]
∆−1

[
z1 σ†

] [ τ
−z2

] [
δτ † 0

]
I

)

+ tr

(
P

[
0
δσ

]
∆−1

[
z1 σ†

] [ τ
−z2

] [
τ † −z2

] [z1

σ

]
∆−1

[
0 δσ†

]
I

)
.

By

IP =

[
1 − (|z1|2 + |z2|2)∆−1 −z1∆

−1σ† − z2∆
−1τ

−z1σ∆−1 − z2τ
†∆−1 1 − σ∆−1σ† − τ †∆−1τ

]
,(8.8)

the first term is equal to

tr
(
(1 − (|z1|

2 + |z2|
2)∆−1)δτ δτ †

)
.

The second term is

tr
(
(z1σ + z2τ

†)∆−1δτ (z1τ
† − z2σ)∆−1δσ†

)

= |z1|
2 tr
(
σ∆−1δτ τ †∆−1δσ†

)
+ z1z2 tr

(
τ †∆−1δτ τ †∆−1δσ†

)

− z1z2 tr
(
σ∆−1δτ σ∆−1δσ†

)
− |z2|

2 tr
(
τ †∆−1δτ σ∆−1δσ†

)
.

The third term is

|z1|
2 tr
(
∆−1σ† δσ∆−1τ δτ †

)
− z1z2 tr

(
∆−1σ† δσ∆−1σ† δτ †

)

+z1z2 tr
(
∆−1τ δσ∆−1τ δτ †

)
− |z2|

2 tr
(
∆−1τ δσ∆−1σ† δτ †

)
.

The fourth term is

(|z1|
2 + |z2|

2) tr
(
(1 − σ∆−1σ† − τ †∆−1τ )(δσ∆−1δσ†)

)
.



QUIVER VARIETIES AND WEYL GROUP ACTIONS 35

Similarly we have
∑

µ

(δ (σ′(eµ)) , δ (σ′(eµ)))

= tr
(
(1 − (|z1|

2 + |z2|
2)∆−1)δσ†δσ

)

− |z1|
2 tr
(
σ∆−1δσ† τ †∆−1δτ

)
− z1z2 tr

(
τ †∆−1δσ† τ †∆−1δτ

)

+ z1z2 tr
(
σ∆−1δσ† σ∆−1δτ

)
+ |z2|

2 tr
(
τ †∆−1δσ† σ∆−1δτ

)

− |z1|
2 tr
(
∆−1σ† δτ †∆−1τ δτ

)
+ z1z2 tr

(
∆−1σ† δτ †∆−1σ† δσ

)

− z1z2 tr
(
∆−1τ δτ †∆−1τ δσ

)
+ |z2|

2 tr
(
∆−1τ δτ †∆−1σ†δσ

)

+ (|z1|
2 + |z2|

2) tr
(
(1 − σ∆−1σ† − τ †∆−1τ )(δτ †∆−1δτ )

)
.

Combining these terms and using (8.6), we get
∑

µ

(δ(τ ′, eµ), δ(τ
′, eµ)) + (δ (σ′(eµ)) , δ (σ′(eµ))) = (δτ, δτ ) + (δσ, δσ) .

This formula implies (8.3) since other components of (A′, Ψ ′) are the same as those of (A, Ψ).
Finally let us show (8.4). By the technique explained in §1(iv), it is enough to check (8.4)

only for the complex structure I . By I , δσ and δτ are multiplied by i. Then δσ′ and δτ ′ are
also multiplied by i by the above formulas. These are the same as the action of I ′.

9. Identification with the action defined in [15]

In this section we identify our reflection functor with the action studied in [15, §9].

9(i). Quick review of the ADHM description [8]. (See also [15, §2].) Take and fix an
affine Dynkin graph. Let I , H be as before, and let us choose an orientation Ω. Let 0 ∈ I
be the vertex corresponding to the negative of the highest weight root of the corresponding
simple Lie algebra. Let n be the vector in the kernel of the affine Cartan matrix whose 0-
component is equal to 1. Such a vector is uniquely determined. Let Gn be the compact Lie
group corresponding to n as in §2. Choose ζ ∈ R3 ⊗ Z, where Z ⊂ RI ⊂ gn is the trace-free
part of the center.

Let

Xζ
def .
= {A ∈ M(n, 0) | µ(A) = −ζ}/ (Gn/U(1)) .

Note that the group U(1) of scalars in Gn acts trivially on M(n, 0), so we can consider the
action of the quotient group Gn/U(1). Kronheimer [7] showed that if ζ is generic,

(a) Xζ is a smooth 4-dimensional hyper-Kähler manifold,
(b) the metric is ALE (asymptotically locally Euclidean),
(c) Xζ is diffeomorphic to the minimal resolution of C2/Γ, where Γ is the finite subgroup of

SL2(C) associated to the affine Dynkin graph.

By the construction, µ−1(−ζ) can be considered as a principal Gn/U(1)-bundle over Xζ .
By defining the horizontal subspaces as the orthogonal complement of the tangent spaces to
fibers, we have a natural connection on µ−1(−ζ). This is anti-self-dual [3] and has finite action
[8, 2.2]. Let nk be the k-component of n. We identify Gn/U(1) with

∏
k 6=0 U(nk). For each

k ∈ I , we have the associated vector bundle

Rk
def .
= µ−1(ζ) ×Gn/ U(1) C

nk ,
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where Gn/U(1) acts on Cnk through the projection Gn/U(1) =
∏

k 6=0 U(nk) → U(nk). When
k = 0, we understand R0 as the trivial vector bundle. We call Rk a tautological bundle. It has
an induced anti-self-dual connection and approximate an irreducible flat connection at infinity.
This irreducible flat connection corresponds to an irreducible Γ-module Rk which corresponds
to the vertex k by the McKay correspondence.

By the construction, there exists a bundle homomorphism

ξh : Rout(h) → S+ ⊗Rin(h)

for each h ∈ Ω. This homomorphism is called a tautological homomorphism.
Suppose that collections of hermitian vector spaces V , W and a data (A, Ψ) ∈ M(V,W )

satisfying µ(A, Ψ) = −ζ is given. (ζ is the same as above.) Let us consider a vector bundle

E(R, V ) ⊕ L(R,W ),

where (1) V and W are (collections of) trivial hermitian vector bundles, (2) E( , ), L( , ) are
defined exactly as before by replacing vector spaces by vector bundles. Let ιΩ : EΩ(R, V ) →
E(R, V )⊕L(R,W ), ιΩ : EΩ(R, V ) → E(R, V )⊕L(R,W ), ιW : L(R,W ) → E(R, V )⊕L(R,W )
be the inclusions. We define an operator D : S+ ⊗ L(R, V ) → E(R, V ) ⊕ L(R,W ) by

Dη
def .
= ιΩ (ωAη − trS+(η ⊗ ωξ)) + ιΩ

(
A†η − trS+(η ⊗ ξ†)

)
+ ιWΨ †η.

This is an analogue of the operator in (3.8).
If (A, Ψ) is non-degenerate, then (1) D is injective [8, 9.2], and (2) the induced connection

A on KerD† is anti-self-dual and has finite action [8, 4.1]. Moreover, vectors v, w correspond
to Chern classes of KerD† and the flat connection (representation of Γ) which A approximates
at the end of Xζ [8, §9].

The inverse map is constructed as follows (see [8, §5] for detail). Suppose an anti-self-dual
connection A (satisfying an asymptotic condition) on a C∞-vector bundle E with a hermitian
metric is given. We define vector spaces Vk, Wk by

Vk
def .
= L2-kernel of D−

A : Γ(S− ⊗ E ⊗Rk) → Γ(S+ ⊗ E ⊗Rk),

Wk
def .
= bounded harmonic sections of E ⊗Rk

Here S± is a positive/negative spinor bundle over Xζ , and D±
A is the Dirac operator twisted

by A and the connection on Rk. Note that S+ is a trivial bundle and the fiber is canonically
identified with the vector space S+ in §1. Those V , W have natural hermitian metrics. We
define linear maps Ah : Vout(h) → S+ ⊗ Vin(h), Ψk : Wk → S+ ⊗ Vk by

Ah(vout(h)) = L2-projection of (1S− ⊗ 1E ⊗ ξh)vout(h),

(ωΨk) (s ⊗ wk) = D+
A (s ⊗ wk).

Then (A, Ψ) ∈ M(V,W ) satisfies µ(A, Ψ) = −ζ and the non-degeneracy condition.
These maps are mutually converse and give a hyper-Kähler isometry between the framed

moduli space MXζ
(E) of anti-self-dual connections on Xζ and the hyper-Kähler quotient

M
reg
ζ (v,w) [8, §8]. Here the framed moduli space MXζ

(E) is the quotient space of the space of
anti-self-dual connections on a hermitian vector bundle E with finite action modulo the group
of gauge transformations which converge to the identity at infinity. (See [14] for the definition
of MXζ

(E).)
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9(ii). A reflection functor is the pull-back of connections. Now suppose an element w
of the finite Weyl group is given. Using the above ADHM description on Xwζ , we have a hyper-
Kähler isometry between the framed moduli space MXwζ

(F ) of anti-self-dual connections on a
vector bundle F over Xwζ and the hyper-Kähler quotient M

reg
wζ (v,w) [8, §8]. By a discussion

in [7, §4], or by our reflection functor we have a hyper-Kähler isometry fw : Xζ → Xwζ . Hence
the pull-back (f−1

w )∗ induces a hyper-Kähler isometry MXζ
(E) → MXwζ

((f−1
w )∗E).

Theorem 9.1. The following diagram is commutative:

MXζ
(E) −−−→ M

reg
ζ (v,w)

(f−1
w )∗

y
yF(A•,Ψ• ,Φ•)

MXwζ
((f−1

w )∗E) −−−→ M
reg
wζ (w ∗ v,w),

where the horizontal arrows are the ADHM description, and (A•, Ψ•, Φ•) is the admissible
collection corresponging to w given in §7.

Let R̄k
def .
= (fw)∗Rk where Rk is the tautological bundle on Xwζ . (Since we do not use it

later, it is not confused with Rk on Xζ .) We also pull-back the anti-self-dual connection on
Rk. Since R̄k has the unique anti-self-dual connection, we suppress the notation A. Pulling
back a tautological homomorphism, we get a vector bundle homomorphism

ξ̄h : R̄out(h) → S+ ⊗ R̄in(h).

If we replace Rk, ξh by R̄k, ξ̄h in the ADHM description, we get the composite of the bottom
arrow and the left arrow in Theorem 9.1.

We apply the ADHM description to R̄k to get vector spaces and homomorphisms. For a
later purpose, we slightly change the roles and consider the followings:

V k
l

def .
= the dual space of the L2-kernel of D−

A : Γ(S− ⊗ R̄k ⊗R∗
l ) → Γ(S+ ⊗ R̄k ⊗R∗

l ),

W k
l

def .
= the dual space of the space of bounded harmonic sections of R̄k ⊗R∗

l .

One can check dimV k = w∗ek 0, dim W k = ek. In fact, (W k
l )∗ is isomorphic to the space of the

convariant constant sections at infinity by [8, 5.1]. In this case, it is equal to HomΓ(Rk, Rl).
Thus dim W k

l = 0 if k 6= l and dimW k
l = 1 if k = l. The former equality dimV k = w ∗ek 0

follows from the computation of the first Chern classes: Let us identify H2(Xζ , Z) with ZI

by c1(Rk) 7→ ek. By the definition of the reflection functor for simple reflections and the
induction on the length of w, we have c1(R̄k) = wc1(Rk). Now dim V k = w ∗ek 0 follows from
the formula of the first Chern class of a bundle constructed by the ADHM description (see [8,
p.301 bottom]).

The tautological homomorphism ξh : Rout(h) → S+ ⊗Rin(h) induces a homomorphism
tξh : R∗

in(h) → S+ ⊗R∗
out(h).

Using this homomorphism instead of ξh in the ADHM description, we get a homomorphism

(V k
in(h))

∗ → S+ ⊗ (V k
out(h))

∗

as above. Then we take its transpose to get a homomorphism

Ak
h : V k

out(h) → S+ ⊗ V k
in(h).

We also have

(W k
k )∗ → S+ ⊗ (V k

k )∗
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as in the ADHM description. Taking the transpose and then taking (ω·)†, we get

Ψk
k : W k

k → S+ ⊗ V k
k .

Then (Ak, Ψk) satisfies µ(Ak, Ψk) = −ζ.

We have a tautological bundle homomorphism ξ̄h : R̄out(h) → R̄in(h). Then we define Φh
k : V

in(h)
k →

S+ ⊗ V
out(h)
k by

t
(
Φh

k

)
(v∗

out(h))
def .
= L2-projection of (1S− ⊗ ξ̄h ⊗ 1R∗

k
)v∗

out(h)

for v∗
out(h) ∈ (V

out(h)
k )∗.

Proposition 9.2. The collection {(A•, Ψ•, Φ•)} satisfies the compatibility condition (3.1).

The proof is a straight-forward modification of that of [8, 5.6] and omitted.
As we can see by the reflection functor, M(w ∗ek 0, ek) consists of a single point. Combining

this observation with Lemma 3.3, we conclude that {(A•, Ψ•, Φ•)} must be the same as the
admissible collection constructed in §7.

Now the commutativity of the square follows from a straightforward modification of the
argument in [8, §7] where the special case w = 1 was studied. We only write the relevant
double complex ([8, §7b)]) here. The detail is left to the reader:

Ω0,2
−4(L(R, V ) ⊗ R̄k)

α⊗1R̄k−−−−→ Ω0,2
−3

(
(E(R, V ) ⊕ L(R,W )) ⊗ R̄k

) β⊗1R̄k−−−−→ Ω0,2
−2(L(R, V ) ⊗ R̄k)

∂

x
x∂

x∂

Ω0,2
−3(L(R, V ) ⊗ R̄k)

α⊗1R̄k−−−−→ Ω0,2
−2

(
(E(R, V ) ⊕ L(R,W )) ⊗ R̄k

) β⊗1R̄k−−−−→ Ω0,2
−1(L(R, V ) ⊗ R̄k)

∂

x
x∂

x∂

Ω0,2
−2(L(R, V ) ⊗ R̄k)

α⊗1R̄k−−−−→ Ω0,2
−1

(
(E(R, V ) ⊕ L(R,W )) ⊗ R̄k

) β⊗1R̄k−−−−→ Ω0,2
0 (L(R, V ) ⊗ R̄k),

where D = [ α β† ].

10. Identification with Lusztig’s action

We shall compare our Weyl group action with Lusztig’s one [11] in this section. We assume
that the graph is of type ADE.

We recall results of Lusztig [10, 11].

Definition 10.1. (1) A path is either (a) a constant path ek consisting a single vertex k, or
(b) a sequence (h1, h2, . . . , hr) (r ≥ 1) such that out(h1) = in(h2), . . . , out(hr−1) = in(hr).

(2) For a path f , we define in(f) and out(f) by

in(f)
def .
=

{
k if f is a constant path ek,

in(h1) if f = (h1, . . . , hr).

out(f)
def .
=

{
k if f is a constant path ek,

out(hr) if f = (h1, . . . , hr).
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(3) Let Pk
l be the set of paths f with in(f) = k, out(f) = l. Let Fk

l be the C-vector space

with basis Pk
l . The direct sum F

def .
=
⊕

k,l F
k
l forms an algebra in which the product is the

composition of paths if they can be composed and is zero otherwise.

Let

θk,ζ �
def .
=

∑

h∈H
in(h)=k

ε(h)hh + ζk,
� ek ∈ Fk

k .

Let Zζ �
w

be the subset of
∏

k,l Hom(F k
l , Hom(Wl, Wk)) consisting elements π such that

π(f)π(g) + π(fθk,ζ � g) = 0

for all paths f , g with out(f) = in(g) = k.
If a point (B, i, j) ∈ µ−1� (−ζ � ) ⊂ M(V,W ) is given, we assign a point π ∈

∏
k,l Hom(F k

l , Hom(Wl, Wk))
by

π(f)
def .
=

{
jkik if f is a constant path ek,

jin(h1)Bh1 · · ·Bhr iout(hr) if f is a path (h1, h2, . . . , hr) (r ≥ 1).

Then π is contained in Zζ �
w

by the equation µ � (B, i, j) = −ζ � . If we choose two points (B, i, j),

(B ′, i′, j′) ∈ µ−1� (−ζ � ) such that G
�
(B, i, j) ∩ G

�
(B ′, i′, j′) 6= ∅, then the corresponding point

is the same. Thus we have a map

ϑ : M(0,ζ � )(v,w) → Zζ �
w

.

Remark that any point is ζ� -semistable if ζ� = 0, and M(0,ζ � )(v,w) is the affine algebro-
geometric quotient, i.e., its coordinate ring is the invariant part of the coordinate ring of
µ−1� (−ζ � ).

Theorem 10.2 ([10, 1.3, 5.3], [11, 4.7]). There exists a natural structure of an affine algebraic
variety on Zζ �

w
such that ϑ is a finite, injective morphism. In particular, ϑ is a homeomorphism

onto its image.

For each vertex k ∈ I let us define a map Sk :
∏

k,l Hom(F k
l , Hom(Wl, Wk)) →

∏
k,l Hom(F k

l , Hom(Wl, Wk))
by

(Skπ)(f)
def .
=

{
π(ek) + ζk,

� idWk
if f is a constant path ek,∑

J:J⊂J0

∏
t∈J ε(ht)ζk,

� (h1, h2, . . . , hr)
∧J if f is a path (h1, h2, . . . , hr) (r ≥ 1).

Here J0 = {t ∈ [2, r] | in(ht) = k, in(ht−1) = out(ht)}, and (h1, h2, . . . , hr)
∧J means the path

obtained by omitting ht−1, ht for all t ∈ J . Then

(1) Sk’s satisfy the defining relation of the Weyl group ([11, §1]),
(2) Sk maps Zζ �

w
to Zskζ �

w
([11, 2.2]).

Now we compare our action with Lusztig’s one.

Theorem 10.3. The following diagram is commutative:

M(0,ζ � )(v,w)
ϑ

−−−→ Zζ �
w

Sk

y
ySk

M(0,skζ � )(v,w) −−−→
ϑ

Zskζ �
w

,
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where we set Sk = id in the left arrow when ζk,
� = 0. (cf. Remark 4.3).

Proof. If ζk,
� = 0, then both Sk’s are identity. So we may assume ζk,

� 6= 0.
Suppose that a data [B, i, j] ∈ M(0,ζ � )(v,w) is given. Let [B ′, i′, j′] = Sk · [B, i, j]. The

following follows from the holomorphic description of the reflection functor.

B ′
h
B ′

h1
= BhBh1 + δhh1ε(h)ζk,

� idVout(h)
for h, h1 ∈ H such that in(h) = in(h1) = k,

j′kB
′
h = jkBh,

B ′
h
i′k = Bhik,

j′ki
′
k = jkik + ζk,

� idWk
.

By induction we get

j′in(h1)
B ′

h1
B ′

h2
· · ·B ′

hr
i′out(hr) =

∑

J:J⊂J0

∏

t∈J

ε(ht)ζk,
�
(
jin(h1)Bh1 · · ·Bhriout(hr)

)∧J

if r ≥ 1. Here J0 is as above and
(
jk1Bh1 · · ·Bhs−1 iks

)∧J
means that multiplication after

omitting Bht−1Bht for all t ∈ J . Now the commutativity is clear.

Our Sk and Lusztig’s one are almost the same, but have the following difference:

(1) it is clear that Lusztig’s Sk is a morphism of an affine algebraic variety by definition,
while our Sk is a homeomorphism which induces a hyper-Kähler isometry between open
subsets M

reg
(0,ζ � )(v,w) and M

reg
(0,skζ � )(sk ∗ v,w).

(2) our Sk is defined for all ζ = (ζ� , ζ � ) while Lusztig’s Sk is defined only for ζ� = 0.

Note that if the singularities of M(0,ζ � )(v,w) are normal (a conjectural property of the
quiver variety), then our Sk extends to the whole M(0,ζ � )(v,w).

Using Sk and the observation that a natural projective morphism (for fixed w, ζ� )

π :
⊔

ζ � ∈
�

I

⊔

v

M(ζ � ,ζ � )(v,w) →
⊔

ζ � ∈
�

I

Zζ �
w

is small ([11, 6.5]), Lusztig constructed a Weyl group representation on
⊕

v
H∗(M(ζ � ,ζ � )(v,w), R).

This is an analogue of his construction [9] of Springer representation. Hotta [5] proved that
Lusztig’s Weyl group representations coincide with Slodowy’s ones [19, IV]. The same proof
works for our case thanks to Theorem 10.3. Thus Lusztig’s Weyl group representations in [11]
coincide with ones given in Theorem 4.5 and hence also with ones in [15, §9].

11. Lusztig’s opposition

The purpose of this section is to relate Lusztig’s new symmetries of quiver varieties [12]
with our reflection functors. His symmetries were analogue of oppositions for Lie algebras and
a necessary ingredient for his (conjectural) definition of canonical bases of finite dimensional
modules of quantum affine algebras.

In this section we assume that the graph is of type ADE. Let w0 be the longest element in
the Weyl group. It induces an involution on I , which is denoted by k 7→ k∗, by w0αk = −αk∗ .
Here αk is the simple root corresponding to the vertex k. Let h 7→ h∗ be an involution on H
defined by

out(h∗) = out(h)∗, in(h∗) = in(h)∗.
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Let (Ak, Ψk, Φh) be the holomorphic description of the admissible collection corresponding
to the longest element w0 by §7. Let

F : Mζ(v,w) → Mw0ζ(w0 ∗ v,w)(11.1)

be the corresponding reflection functor.
The involution k 7→ k∗ on I induces an isomorphism of hyper-Kähler manifolds

Mζ(v,w) → Mζ∗(v
∗,w∗),(11.2)

where the k-component of ζ∗ (resp. v∗, w∗) is the k∗-component of ζ (resp. v, w).
We define an isomorphism of hyper-Kähler manifolds

M−ζ(v,w) → Mζ(v,w)(11.3)

by sending (A, Ψ) to ((ωA)†, (ωΨ)†). If we identify Vk, Wk with its dual space V ∗
k , W ∗

k via her-
mitian inner products, this isomorphism sends the holomorphic description (B, i, j) of (A, Ψ)
to

−ε(h) tBh : V ∗
out(h) → V ∗

in(h), (−1) tjk : W ∗
k → V ∗

k , tik : V ∗
k → W ∗

k .

Composing (11.1) with (11.2) (replacing ζ by w0ζ and v by w0 ∗ v) and (11.3) (replacing v
by w0 ∗ v∗ and w by w∗), we get an isomorphism of hyper-Kähler manifolds

Mζ(v,w) → Mζ(w0 ∗ v∗,w∗),(11.4)

where we have used w0ζ
∗ = −ζ. Clearly this is an involution, i.e., the composition Mζ(v,w) →

Mζ(w0 ∗ v∗,w∗) → Mζ(v,w) is the identity. This (11.4) is our version of an opposition.
Now we turn to Lusztig’s opposition. We choose the following orientation. Since the graph

is of type ADE, we can assign ± to each vertex k ∈ I so that there is no edges starting from a
(+)-vertex (resp. (−)-vertex) and ending at a (+)-vertex (resp. (−)-vertex). Such a choice is
unique up to overall exchange + ↔ −. Then we choose the orientation so that ε(h) is equal
to the sign of the vertex out(h).

We choose and fix a parameter ζ� so that iζk, � < 0 for all k. We then set ζ = (0, ζ� ). By
the holomorphic description of quiver varieties, we have natural morphisms,

Mζ(v,w) → M0(v,w), Mw0ζ(v,w) → M0(v,w).

Let us denote by Lζ(v,w) and Lw0ζ(v,w) the inverse images of the origin 0 ∈ M0(v,w).
These are lagrangian subvarieties of Mζ(v,w) and Mw0ζ(v,w) ([15, 5.8]).

Let

Lζ(v,w) → Lζ(w0 ∗ v,w)(11.5)

be Lusztig’s new symmetry (opposition). (See below for the definition.)
Note that (11.2) (after replacing v by w0 ∗ v) sends Lζ(w0 ∗ v,w) to Lζ∗(w0 ∗ v∗,w∗).

Furthermore, we have an isomorphism of complex varieties Lζ∗(w0 ∗v∗,w∗) → Lζ(w0 ∗v∗,w∗)
since ζ� -stability and ζ∗

� -stability are equivalent. (NB: The map Mζ(v,w) → Mζ∗(v,w) is
an isomorphism of complex manifolds, but not of hyper-Kähler manifolds.)

We further compose a map Lζ(w0 ∗ v∗,w∗) → Lζ(w0 ∗ v∗,w∗) given by

Lζ(w0 ∗ v∗,w∗) 3 (Bh, ik, 0) 7→ (ε(h)Bh,−ik, 0) ∈ Lζ(w0 ∗ v∗,w∗)

.
Composing (11.5) with these maps, we have an isomorphism of algebraic varieties

Lζ(v,w) → Lζ(w0 ∗ v∗,w∗).(11.6)
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Theorem 11.7. (1) The following diagram is commutative:

Lζ(v,w) −−−→ Mζ(v,w)

(11.6)

y
y(11.4)

Lζ(w0 ∗ v∗,w∗) −−−→ Mζ(w0 ∗ v∗,w∗),

where the horizontal arrows are natural inclusions.
(2) The isomorphism (11.4) is identified with the map sending an instanton A defined on a

vector bundle E to its dual A∗ on E∗.

Remark 11.8. In (11.4) W is changed to a collection of vector spaces whose k-component is
W ∗

k∗ . On the other hand, it is changed to a collection of vector spaces whose k-component is
W ∗

k∗ ⊗ L∗
k∗ for some 1-dimensional vector space Lk∗ in (11.6) as we shall explain during the

proof.

11(i). Definition of Lusztig’s new symmetry (opposition). We first recall Lusztig’s con-
struction [12]. Let c be the Coxeter number of the Weyl group, and set c′ = c − 2 ∈ Z≥0.

Let P be the preprojective algebra, i.e., the quotient algebra of the path algebra F (see
Definition 10.1) by the two-sided ideal generated by elements

∑

h∈H
in(h)=k

hh

(one for each k ∈ I).

There is unique algebra antiautomorphism ι : P → P such that ι(ek) = ek∗ and ι(h) = h
∗
.

We write ι(x) = x∗ for x ∈ P. If M is a P-module, then the dual space M∗ is naturally a
P-module, where x ∈ P acts on M∗ by the transpose of the multiplication of x∗ : M → M .

For each n ∈ Z≥0 let Pn be the subspace of P spanned by elements of length n. We regard
Pek as a collection of vector spaces with l-component elPek. Similarly we consider Pnek as a
collection of vector spaces. Then we have

dimP0ek = ek,(11.9.1)

dimPc
′

ek = ek∗

,(11.9.2)

dimPnek = 0 for n > c′,(11.9.3)

dim Pek = w0 ∗ek 0.(11.9.4)

(See [10, §4]. (11.9.4) is not stated, but can be deduced from, for example, [12, 1.11].) By

(b) ek∗Pc
′

ek is 1-dimensional. We set Lk
def .
= ek∗Pc

′

ek. Since ι maps Lk to Lk, there exists a
unique κk ∈ {−1, 1} such that x∗ = κkx for all x ∈ Lk.

There exists a perfect bilinear pairing ( , ) : Pek ⊗Pek → Lk such that

(y, y′) = 0 for y ∈ Pnek, y′ ∈ Pn′

ek with n + n′ 6= c′,(11.10.1)

(y, y′) = y∗y′ for y ∈ Pnek,y
′ ∈ Pc

′−nek,(11.10.2)

(x∗y, y′) = (y, xy′) for y, y′ ∈ Pek, x ∈ P,(11.10.3)

(y, y′) = κk(y
′, y) for y, y′ ∈ Pek.(11.10.4)

(See [12, 1.14].) In particular, we have an isomorphism (Pek)
∗ ∼= Pek ⊗ L∗

k. From (11.10.3) it
is an isomorphism of P-modules.



QUIVER VARIETIES AND WEYL GROUP ACTIONS 43

We have the canonical isomorphism Ch ∼= ein(h)P
1eout(h) of vector spaces. This induces an

isomorphism

Lout(h)

∼=
−→ ein(h)P

1eout(h) ⊗ ein(h)∗P
c
′−1eout(h)

∼=
−→ eout(h)∗P

c
′−1ein(h) ⊗ eout(h)P

1ein(h)

∼=
−→ Lin(h),

(11.11)

where the first and the last isomorphisms are given by ( , ), and the middle isomorphism is
given by

h ⊗ y 7→ y∗ ⊗ h.

Let us denote the composition by θh. By definition and (11.10) we have

θh = κout(h)κin(h)θ
−1
h ,

θh(yh, y′) = (y, y′h) for y ∈ Pein(h), y′ ∈ Peout(h).
(11.12)

Let W = (Wk)k∈I as before. We consider a projective P-module

W♥ def .
=
⊕

k∈I

Pek ⊗Wk,

where P acts trivially on Wk. Let GrP(W♥) be the projective variety of all P-submodules of
W♥. If S is a P-submodules of W♥, then we define a collection of vector spaces V = (Vk)k∈I

and data (B, i, j) ∈ M(V,W ) by

Vk
def .
= ek

(
W♥/S

)
,

Bh is the multiplication of h : eout(h)W
♥/S → ein(h)W

♥/S,

ik is the composition of the inclusion Wk ⊂ ekW
♥ and the projection ekW

♥ → ek

(
W♥/S

)
,

jk = 0.

(11.13)

Then, by definition, we have µ � (B, i, j) = 0. Also, there exists no proper T = (Tk) ⊂ V
which is B-invariant and contains Im i. Hence (B, i, j) is ζ� -stable. Moreover, it is contained
in Lζ(v,w) (v = dim W♥/S) by [15, 5.9, 5.11(3)]. This defines a map from GrP(W♥) to⊔

v
Lζ(v,w). This map is an isomorphism ([10, 2.26]).

If S ∈ GrP(W♥), then the annihilator S⊥ of S in (W♥)∗ belongs to GrP((W♥)∗). As above,
we can identify it with Lζ(s,w) (s = dim S). Note also that

w −Cs = w − C(dim W♥ + w0v) = w0(w −Cv).

Here we used (11.9.4).
Combining two isomorphisms, we have an isomorphism Lζ(v,w) → Lζ(w0 ∗ v,w). This is

the new symmetry (11.5) defined in [12].
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We further map S⊥ to get [B̄, ī, j̄] ∈ Lζ(s
∗,w∗) as in (11.6). Then it is explicitly given as

follows:

V̄k = (Sk)
∗, W̄k = L∗

k∗ ⊗ W ∗
k∗ ,

B̄h is the transpose of the multiplication of ε(h)h : (V̄in(h))
∗ = Sin(h) → (V̄out(h))

∗ = Sout(h),

īk is (−1) times the transpose of the composition of

(V̄k)
∗ = Sk = ekS

inclusion
−−−−→ ekW

♥ projection
−−−−−→ ek(P

c
′

ek∗ ⊗Wk∗) = (W̄k)
∗,

j̄k = 0.

(11.14)

Here we use the isomorphism via the pairing ( , ):

(W♥)∗ ∼=
⊕

k∈I

Pek ⊗ L∗
k ⊗ W ∗

k .

Then the map (B, i, j) 7→ (B̄, ī, j̄) is nothing but (11.6).

11(ii). Proof of Theorem 11.7(1). We first give a holomorphic description of (Ak, Ψk, Φh)
explicitly. Let

V k def .
= Pek, W k

l
def .
=

{
C if l = k,

0 otherwise.

As above we associate (Bk, ik, jk) ∈ M(V k, W k) to V k. Explicitly it is given as follows:

(a) Bk
h : V k

out(h) → V k
in(h) is the multiplication of h from left: fek 7→ hfek,

(b) ikk : W k
k → V k

k is the map C 3 1 7→ ek ∈ P0ek ⊂ Pek,
(c) jk

k = 0.

This defines a point in Mζ(w0 ∗ek 0, ek). As Mζ(w0 ∗ek 0, ek) is isomorphic to Mw0ζ(0, e
k) via

F , it consists of a single point. So the above (Bk, ik, jk) must be the holomorphic description
of (Ak, Ψk). Furthermore, by (3.2), φh ∈ L(V out(h), V in(h)) must be equal to

Peout(h) 3 y 7→ yh ∈ Pein(h).(11.15)

Remark 11.16. More precisely, we proved the following: there exist elements gk ∈ G
�
(V k)

such that gk(Bk, ik, jk) and gin(h)φh(gout(h))−1 satisfy the equation µ� (gk(Bk, ik, jk)) = −ζ � ,

the condition (3.1) and are holomorphic descriptions of (Ak, Ψk, Φh). But we can use the
reflection functor F(B•,i•,j•,φ•) instead of F(A•,Ψ•,Φ•) in the following proof. In fact, if we could
prove directly that F(B•,i•,j•,φ•) preserves the stability condition (see Conjecture 3.15(1)), we
do not need to invoke F(A•,Ψ•,Φ•) and we could avoid the use of a result in §7.

Later we shall use the dual space of Pek. We consider the perfect pairing 〈 , 〉 : ek∗P⊗Pek →
Lk given by

〈y′, y〉 = (y′∗, y).

Then we have an isomorphism of vector spaces

(Pek)
∗ ∼= ek∗P ⊗ L∗

k.(11.17)
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Lemma 11.18. We have the following identification under (11.17):
(1) The transpose of the multiplication map Pek 3 y 7→ hy ∈ Pek is identified with the map

ek∗P⊗ L∗
k 3 y′ ⊗ χ 7→ y′h ⊗ χ ∈ ek∗P⊗ L∗

k.

(2) The transpose of (11.15) is identified with the map ein(h)∗P ⊗ L∗
in(h) 3 y′ ⊗ χ 7→ h

∗
y ⊗

tθhχ ∈ eout(h)∗P⊗ L∗
out(h).

The assertion follows from (11.10), (11.12).
Take a point (B, i, j) ∈ Lζ(v,w) corresponding to S ∈ GrP(W♥) as in (11.13). Consider

the complex (3.9). We have isomorphisms

L(V k, W ) =
⊕

l

(elPek)
∗ ⊗ Wl

∼=
⊕

l

ek∗Pel ⊗ L∗
k ⊗ Wl = ek∗W♥ ⊗ L∗

k,

L(V k, V ) =
⊕

l

(elPek)
∗ ⊗ Vl

∼=
⊕

l

ek∗Pel ⊗L∗
k ⊗ elV,

(11.19)

where we have used (11.17) in the middle (twice). Since j = 0, the L(V k, W )-component of
αk is 0. Thus the projection to L(V k, W )-component gives us a well-defined linear map

Ker βk/ Im αk → ek∗W♥ ⊗ L∗
k.(11.20)

Lemma 11.21. Let ϑk∗ : ek∗W♥ → ek∗V be the natural projection. The map (11.20) induces
an isomorphism between Ker βk/ Im αk and Sk∗ ⊗ L∗

k = Ker ϑk∗ ⊗ L∗
k.

Proof. We have the multiplication map

L(V k, V ) =
⊕

ek∗Pel ⊗ L∗
k ⊗ elV → ek∗V ⊗ L∗

k = Vk∗ ⊗ L∗
k

by the P-module structure of V . Composing with βk, we get a map

Ṽk = Vk ⊕ E(V k, V ) ⊕ L(V k, W ) → Vk∗ ⊗ L∗
k.

By the definition of βk, the Vk-component and the E(V k, V )-component are mapped to 0 (note
jk = 0) under this map. Moreover, the restriction to the L(V k, W )-component is nothing but
the projection ϑk∗ ⊗ 1L∗

k
. Thus the kernel of βk is mapped to Sk∗ ⊗ L∗

k.
In order to prove that this map is an isomorphism, it is enough to show that (11.20) is

surjective onto Sk∗ ⊗ L∗
k since dimSk∗ = dim Kerβk/ Im αk. We claim that for any f ⊗ w ∈

L(V k, W ) there exists an element f ′ ⊗ v ∈ E(V k, V ) such that

βk




0
f ′ ⊗ v
f ⊗ w


 = ek∗ ⊗ (ϑk∗ ⊗ 1L∗

k
)(f ⊗ w).

Here we consider f ⊗ w in the right hand side as an element of ek∗W♥ ⊗ Lk via (11.19) and
ek∗ ⊗ (ϑk∗ ⊗ 1L∗

k
)(f ⊗ w) as an element of L(V k, V ) via (11.19) and the inclusion ek∗P0ek∗ ⊗

Vk∗ ⊗ L∗
k ⊂

⊕
l ek∗Pel ⊗ Vl ⊗ L∗

k.
If f ⊗w is of the form ek∗ ⊗w ∈ ek∗P0ek∗ ⊗Wk∗ ⊗L∗

k, then we take f ′ ⊗ v = 0. If f ⊗w is
of the form h1 · · ·hr ⊗w ∈ ek∗Peout(hr) ⊗Wout(h) ⊗ L∗

k, we set

f ′ ⊗ v = ±
(
ek∗ ⊗ (Bh2 · · ·Bhr)iout(hr)w + h1 ⊗ (Bh3 · · ·Bhr)iout(hr)w + · · · + (h1 · · · hr−1) ⊗ iout(hr)w

)
.

If we choose the sign appropriately, we get

βk(f
′ ⊗ v) = ek∗ ⊗ Bh1 · · ·Bhr iout(hr)w − h1 · · ·hr ⊗ iout(hr)w = ek∗ ⊗ ϑk∗(f ⊗ w) − βk(f ⊗ w).
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This shows the claim. If ϑk∗(f ⊗ w) = 0, then we have βk

[ 0
f ′⊗v
f⊗w

]
= 0. Hence (11.20) is a

surjection onto Sk∗ ⊗ L∗
k.

Lemma 11.22. Under the isomorphism Ker βk/ Im αk → Sk∗ ⊗ L∗
k,

(a) B ′
h is given by

Sout(h)∗ ⊗ L∗
out(h) 3 y ⊗ χ 7→ h∗y ⊗ tθhχ ∈ Sin(h)∗ ⊗ L∗

in(h)

(b) i′k is zero,
(c) j′k is the composition of

Sk∗ ⊗ L∗
k = ek∗S ⊗ L∗

k
inclusion
−−−−−→ ek∗W♥ ⊗ L∗

k

projection
−−−−−→ ek∗(Pc

′

ek ⊗ Wk) ⊗ L∗
k = Wk.

The assertions follows from the definition of B ′
h, i′k, j′k and Lemma 11.18.

Now we further map (B ′, i′, j′) into Mζ(w0∗v∗,w∗) as in (11.4). Furthermore, we identifying
L∗

out(h) ⊗ Lin(h) with C by θh. Then the resulting data coincides with (11.14). This completes

the proof of Theorem 11.7(1).

11(iii). Proof of Theorem 11.7(2). Let R∗
k be the dual bundle of Rk. It has the dual of

the connection of R. It approximates a flat connection which is dual of the flat connection
which Rk approximates. By the McKay correspondence, this flat connection corresponds to
the vertex k∗. Moreover, we have a tautological homomorphism t(ωξh)

† : R∗
out(h) → S+⊗R∗

in(h).

As in §9(ii) we get an admissible collection (Ak, Ψk, Φh) by applying the ADHM description
to R∗

k∗ . Comparing Chern classes we find that (Ak, Ψk) is isomorphic to the data corresponding
to (f−1

w0
)∗Rk. Thus the addmissible collection coincides with one corresponding to w0 by

Lemma 3.3.
Suppose that an anti-self-dual connection A corresponds to (A, Ψ) ∈ Mζ(v,w) via the

ADHM description, where we use tautological bundles Rk. Then its dual A∗ corresponds to
the data (A∗, Ψ∗) ∈ M−ζ∗(v

∗,w∗), which is obtained by applying (11.2) and (11.3) (replacing
ζ by −ζ∗ and v, w by v∗, w∗) to (A, Ψ) via the ADHM description, where we use R∗

k∗ ,
t(ωξh∗)† instead of Rk, ξh. If we describe the connection A by the original Rk, ξh, then the
corresponding data is given by the reflection of (A∗, Ψ∗) corresponding to w0 by Theorem 9.1.
This shows Theorem 11.7(2).
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