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Abstract.. Let (R,G) be a pair consisting of an elliptic root sys-
tem R with a marking G. Assume that the attached elliptic Dynkin
diagram Γ(R,G) is simply-laced (see Sect. 2). We associate three
Lie algebras, explained in 1), 2) and 3) below, to the elliptic root
system, and show that all three are isomorphic. The isomorphism
class is called the elliptic algebra.
1) The first one is the subalgebra g̃(R) generated by the vac-

uum eα for α ∈ R of the quotient Lie algebra VQ(R)/DVQ(R) of
the lattice vertex algebra (studied by Borcherds) attached to the
elliptic root lattice Q(R). This algebra is isomorphic to the 2-
toroidal algebra and to the intersection matrix algebra proposed
by Slodowy.
2) The second algebra ẽ(Γ(R,G)) is presented by Chevalley

generators and generalized Serre relations attached to the elliptic
Dynkin diagram Γ(R,G). Since the Cartan matrix for the ellip-
tic diagram has some positive off diagonal entries, the algebra is
defined not only by Kac-Moody type relations but some others.

3) The third algebra h̃Z
af ∗ gaf is defined as an amalgamation

of a Heisenberg algebra and an affine Kac-Moody algebra, where
the amalgamation relations between the two algebras are explicitly
given. This algebra admits a sort of triangular decomposition in a
generalized sense.
The first algebra g̃(R) does not depend on a choice of the mark-

ing G whereas the second ẽ(Γ(R,G)) and the third h̃Z
af ∗ gaf do.

This means the isomorphism depend on the choice of the marking
i.e. on a choice of an element of PSL(2,Z).
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1. Introduction

We give a brief overview of the history, the motivation and the results
of the present article. Some readers in a hurry may choose to skip to
(1.3).

(1.1) Since the introduction, in the early eighties [Sa3-I], of the concept
of a generalized root system and, in particular, of extended affine and
elliptic (= 2-extended affine) root systems, there have been several
attempts to construct Lie algebras realizing a given root system as the
set of its “real roots”. The answers were not unique, since there seemed
no a priori constraint on the size of the set of “imaginary roots” and
of the center of the algebra. Let us recall some of these works.

The first attempt was due to P. Slodowy ([Sl3]), who looked at the
tensor of a simple algebra with the algebra of Laurent series of two
variables for simply-laced elliptic root systems (cf. Sect. 2). Wakimoto
[W] has constructed some of the representations of these algebras with
trivial center action (see also [ISW] for further development). The idea
was extended by U. Pollmann [P] to non simply-laced elliptic root sys-
tems, where she used the “twisted construction” using affine diagram
automorphisms and called the algebra biaffine algebra.

The next attempt was due to H. Yamada [Y1], who constructed the
tensor of the affine Kac-Moody algebra with the algebra of Laurent se-
ries of one variable by the use of vertex operators [F], [FK], which are,
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in fact, certain infinite dimensional central extensions of the two vari-
ables Laurent series extension of simple algebras. He put a constraint
on the “size” of the center of the algebra (related to the marking on
the elliptic root system, cf. Sect. 2) on the algebra in order to get the
action of the central extension of the elliptic Weyl group. Still, the
occurance of an infinite dimensional center in the algebra was a puzzle
at the time.

The universal central extension of the tensor of a Lie algebra with a
commutative algebra was explained by Kassel [Kas] in terms of Kähler
differentials of the algebra. Moody-Eswara-Yokonuma [MEY] intro-
duced the name toroidal algebra for the universal central extension of
the tensor of a simple algebra with the algebra of Laurent series of sev-
eral variables. They gave vertex algebra representations of 2-toroidal
algebras (cf. also [BB], [EM]).

In [Sl2], [Sl4], Slodowy proposed to study a generalized intersection
matrix (g.i.m. for short) algebra modifying the Kac-Moody algebra
by admitting positive off-diagonal entries in the Cartan matrix, and
an intersection matrix (i.m. for short) algebra as the quotient of the
g.i.m. algebra by the ideal generated by the root spaces whose roots
have norms ≥ 3. Then Berman-Moody [BM] showed by the method of
finite root system grading (cf. [BGK], [AABGP]) that the i.m. algebra
for a suitable choice of root basis of an extended affine root system
becomes the toroidal algebra.

The general idea of the construction of a Lie algebra g(R) for any gen-
eralized root system R comes from vertex algebras, as we now explain.
Generalizing the vertex representation of affine Kac-Moody algebras
[FK], [F], Borcherds defined the vertex operator action for any element
of the total Fock space VQ of level 1 representations of the Heisenberg
algebra attached to any given lattice Q [Bo1, 2]. He has also axioma-
tized the structure as the vertex algebra V and has shown that V/DV
carries a Lie algebra structure for the derivation D of V . Applying the
construction to the root lattice Q(R) for a generalized root system R,
we consider the Lie algebra VQ(R)/DVQ(R). Then, we define g(R) as its
Lie subalgebra generated by all vacuum vectors eα attached to (real)
roots α ∈ R. In order to get finite dimensional root space decomposi-
tion of g(R), we extend the Cartan algebra h to a non-degenerate space

h̃, and the algebra generated by h̃ and g(R) will be denoted by g̃(R).
The correspondence R 7→ g̃(R) works as follows. If R is a finite or

affine root system, then g̃(R) is the corresponding finite or affine Kac-
Moody algebra, respectively. If the root lattice is hyperbolic (Lorentzian),
the algebra becomes a quotient of the Kac-Moody algebra. If R is an
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extended affine root system, then g(R) becomes a toroidal algebra. In
general, the algebra g̃(R) has a root space decomposition (containing
R ⊂ Q(R) as its real roots) such that any root α has norm qR(α) ≤ 1.
Thus, the algebra is a quotient of the i.m. algebra for a suitable choice
of a root basis.

Let us call, in particular, the algebra g̃(R) for a (simply-laced) elliptic
root system R a (simply-laced) elliptic Lie algebra. The justification
for this renaming of the 2-toroidal algebras comes from the study of
elliptic singularities (see (1.2) and its remark). The algebras considered
by Yamada and Pollman are quotients of the elliptic algebras.

(1.2) We turn to the question of presentations of the algebra g̃(R). If
the Witt index of the root lattice Q(R) is less than or equal to 1, then
the root system is either finite, affine or hyperbolic, so that it admits
Weyl chambers and hence has some particular (so called simple) root
basis. Accordingly, the algebra g̃(R) admits some particular (so called
Chevalley) generator system and is presented by Serre relations. It is
therefore natural to seek presentations of the algebra g̃(R) for a root
system R with Witt index ≥ 2. In fact, for the 2-toroidal (= elliptic)
case, Moody-Eswara-Yokonuma [MEY] have already given an infinite
presentation of the algebra.

One of the main goals of the present article is to give another, finite,
presentation of the elliptic algebra by generalizing the Serre relations
(see (4.1) Definition 2) in terms of the elliptic Dynkin diagram ex-
plained below.

The elliptic root system R has a two dimensional radical and any one
dimensional subspace G of the radical is called a marking (cf. Sect. 2).
The pair (R,G) consisting of an elliptic root system with a marking
admits some particular root basis Γ(R,G), called the elliptic Dynkin
diagram (Sect. 2, [Sa3-I]), even though there is no longer a good ana-
logue of the Weyl chambers. The intersection matrix attached to the
elliptic diagram, which we call an elliptic Cartan matrix , contains some
positive entries in its off diagonal part, so that it is not a generalized
Cartan matrix in the sense of Kac-Moody algebras [K]. Hence, the
“classical” Serre relations which describe Kac-Moody-algebras are not
sufficient to describe the elliptic algebra. Thus it is necessary to seek
some generalizations of the Serre relations attached to the elliptic dia-
gram.

A new impetus for the problem of reducing relations to the ellip-
tic diagram came from a description of the elliptic Weyl group. In
[SaT3-III], the elliptic Weyl group was presented via a generalization
of a Coxeter system. Namely, the elliptic Weyl group is generated by
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involutive elements attached at vertices of the diagram and is deter-
mined by a system of relations which consist partly of the classical
Coxeter relations involving 2 vertices of the elliptic diagram, together
with some new relations involving 3 and 4 vertices of the diagram. The
quetion was raised whether one could find presentations of the elliptic
Lie algebras, the elliptic Artin groups and the elliptic Hecke algebras
whose their defining relations involve only the same 2, 3 and 4 vertices
of the elliptic diagram.

In the present article, we answer this problem affirmatively (see Re-
mark 2): the elliptic algebra ẽ(Γ(R,G)) is generated by a system of
Chevalley basis (i.e. sl2-triplets attached at vertices of the elliptic dia-
gram Γ(R,G)) and is defined by a generalization of the Serre relations
involving three or four vertices of the diagram (Sect. 4 Definition (4.1),
(4.1) Theorem 1). In the course of the identification of the algebra
ẽ(Γ(R,G)) with g̃(R), we are necessarily lead to consider an amalga-

mation h̃Z
af ∗ gaf of a Heisenberg algebra h̃Z

af and an affine Kac-Moody
algebra gaf which is again isomorphic to the elliptic algebra. This gives
the third description of the elliptic algebra. As a by-product of this
third presentation, the elliptic algebra obtains a sort of triangular de-
composition (5.2.2) (in [BB], Berman and Bilig use a similar triangular
decomposition of toroidal algebras to study of their representations).

Remark. The 2-extended affine root systems [Sa3-I] were introduced in
order to describe the (transcendental) lattices generated by vanishing
cycles for simply elliptic singularities [Sa1], which is why we call them
elliptic root systems [SaT3-III]. In fact, the rank 2 radical of the root
system corresponds to the lattice of an elliptic curve, and a rank 1
subspace of the radical, called a marking, corresponds to a choice of
a primitive form ([Sa2]). The motivation for introducing the elliptic
algebra is to reconstruct the primitive form and the period mapping
for the elliptic singularities in terms of the elliptic algebra (cf. the
simple singularity case [Br], [Sl1, 2], [Ya2]). From the marked elliptic
root system, one has already reconstructed the flat structure on the
invariants of elliptic Weyl groups [Sa3-II], [Sat1, 2] and the elliptic
L-functions [Sa3-V]. But we are still far from the goal.

Remark. The problems raised in [SaT3-III] on the description of the
elliptic Artin groups and Hecke algebras were affirmatively solved by
H. Yamada [Y3], where he rewrote in terms of elliptic diagrams the
presentation of the fundamental group of the complement of the dis-
criminant for simply elliptic singularities, given originally by van der
Lek. The relations for an elliptic Artin group naturally “cover” the
relations for an elliptic Weyl group. Still, the relationship between the
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presentations of the elliptic Weyl group and the Artin group and the
presentation of the elliptic algebra given in the present article is not
yet clear.

(1.3) Let us give an overview of the contents of the present article.
Section 2 reviews the material from [Sa3-I] on generalized root sys-

tems and elliptic root systems R and their diagrams Γ(R,G) which is
necessary in the present article. Section 3 reviews Borcherds’ descrip-
tion of a lattice vertex algebra, and then introduces the Lie algebra
g̃(R) for any homogeneous generalized root system R. In (4.1), we
give a finite and locally nilpotent presentation of an algebra ẽ(Γ(R,G))
attached to a simply-laced elliptic diagram Γ(R,G). There is a natu-
ral surjective homomorphism : ẽ(Γ(R,G))→ g̃(R) preserving the root
space decomposition.

The elements of ẽ(Γ(R,G)) whose weights belong to the marking G

span a Heisenberg subalgebra h̃Z
af . It is a slight surprise that the Heisen-

berg subalgebra and the affine Kac-Moody subalgebra gaf (attached to
an affine subdiagram Γaf of Γ(R,G)) in ẽ(Γ(R,G)) satisfy some quite
simple relations (4.3.6). We consider, in Sect. 5, the abstract amal-

gamation h̃Z
af ∗ gaf of the two algebras obeying those relations. The

amalgamation is surjectively mapped onto ẽ(Γ(R,G)) preserving the
root space decomposition. We determine the set of roots and the mul-
tiplicities of the amalgamation algebra in (5.2)–(5.5). It turns out that
the set of roots of the amalgamation algebra and that of g̃(R) coincides
and the multiplicities for the amalgamation algebra do not exceed those
of the algebra g̃(R). This implies the isomorphism:

g̃(R) ' ẽ(Γ(R,G)) ' h̃Z
af ∗ gaf .

Here we recall that the algebra g̃(R) does not depend on a choice of the

marking G, but the other algebras ẽ(Γ(R,G)) and h̃Z
af ∗gaf do depend on

the marking, i.e. on a choice of an element of PSL(2,Z). This should
be understood by the following fact. Through the amalgamation, the
elliptic algebra obtains a triangular decomposition:

h̃Z
af ⊕ n+ell ⊕ n−ell.

So, the ambiguity of the triangular decomposition of an elliptic algebra

(more exactly, the ambiguity of the subalgebra h̃Z
af ⊕ n+ell) depends on

an element of PSL(2,Z). Full study of this fact (i.e. PSL(2,Z) action
on the elliptic flag variety) may require another work, and is beyond
the scope of the present article.
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For the convenience of the reader, in Appendix C, we list the refer-
ence numbers for the relations of the algebras g̃(R), ẽ(Γ(R,G)), g(A4),

gaf = e(Γaf), hZ′
af , h̃Z

af and h̃Z
af ∗ gaf studied in the present article.

Notation. (1) For a sequence of elements x1, x2, x3, · · · , xn of a Lie
algebra, put:

[x1, x2, x3, · · · , xn] := [[· · · [[x1, x2], x3], · · · , xn−1], xn],
and call it a multi-bracket of length n. The element xi is called the
i-th entry of the bracket. For any s with 1 < s ≤ n, by successive
applications of the Jacobi identity, one gets an identity:

[x1, x2, x3, · · · , xn, y ] = [x1, · · · , xs−1, y, xs, xs+1, · · · , xn]
+ [x1, · · · , xs−1, [xs, y ], xs+1, · · · , xn]
+ [x1, · · · , xs−1, xs, [xs+1, y ], · · · , xn]

· · ·
+ [x1, · · · , xs−1, xs, xs+1, · · · , [xn, y ]]

We shall refer to this transformation as “delivering y to the left”.
(2) For a subset S of a root system R in F , we put

±S := S ∪ (−S) = S ∪ {−s | s ∈ S}.
Notation. During the preparation of the article, the authors had dis-
cussions with our colleagues, to whom we are grateful. Among all,
we thank Boris Feigin, Jin-Tai Ding, Atsushi Matsuo, Kenji Iohara
and Yoshihisa Saito for their constant interest and help. We are also
grateful to Ron Donagi for a careful reading of the manuscript.

2. Generalized root systems and elliptic root systems

We recall the notions from [Sa3-I] on a generalized root system and
an elliptic root system and their classification by elliptic diagrams to-
gether with some facts about them which are necessary in the present
article.

(2.1) Let (F, q) be a pair consisting of an R-vector space F and a qua-
dratic form q on it with bounded rank (i.e. max{ rank of non-singular
susbspace of F} <∞). The bilinear form I : F×F → R is attached to
q by I(x, y) := q(x+y)−q(x)−q(y) and q(x) = I(x, x)/2. Let rad(q) :=
F⊥ be the radical of q. The signature sig(q) = (µ+, µ0, µ−) is the triplet
with µ± := max{rank of positive (resp. negative) subspaces of F} and
µ0 := rank(rad(q)). A vector α ∈ F is called isotropic if q(α) = 0
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and non-isotropic if q(α) 6= 0. Take a non-isotropic vector α. Put
α∨ := α/q(α), then we have α∨∨ = α. Define the reflection wα on F by
wα(u) := u− I(α∨, u)α. We have w2α = idF and I ◦ wα = I.

Definition. A set R of non-isotropic vectors of F is called a generalized
root system belonging to (F, q), if it satisfies:

1) the additive subgroup Q(R) in F generated by R is a full lattice
of F (i.e. Q(R)⊗Z R ' F ),

2) for all α and β ∈ R, one has I(α∨, β) ∈ Z,
3) for all α ∈ R, the reflection wα preserves the set R,
4) if R = R1 ∪ R2 and R1 ⊥ R2 with respect to q, then either R1
or R2 is empty.

A root system R is called reduced if Qα ∩ R = ±α for any α ∈ R.
The subgroup Q(R) ⊂ F is called the root lattice for the root system
R. The group W (R) generated by the reflections wα for all α ∈ R
is called the Weyl group of the root system R. Two root systems
are isomorphic if there is an isomorphism between the ambient vector
spaces which induces a bijection between the sets of roots. For any
subspace H of rad(q) which is defined over Q, the image set of R in
the quotient space F/H is a root system, called the quotient root system
modulo H, and is denoted by R/H. In particular, R/rad(q) is called
the radical quotient of R. (A subspace H is called defined over Q if
H ∩ Q(R) is a full lattice of H; for example, radQ(R) is defined over
Q, i.e. radQ(R) := rad(q) ∩Q(R) is a free abelian group of rank µ0.)

Definition. We shall call a subset Π ⊂ R a root basis of R, if

(2.1.1) i) Q(R) = ZΠ, ii) W (R) = W (Π) and iii) R = W (R)Π,

where ZΠ :=
∑

α∈Π Zα and W (Π) := 〈wα | α ∈ Π 〉.
Note that R = W (Π)Π alone implies the conditions i), ii) and iii).
One can show that the cardinality of the set of norms of roots {q(α) |

α ∈ R} is finite and that the proportion q(α)/q(β) for any α, β ∈ R is
a rational number so that the integer:

(2.1.2) t(R) := lcm{q(α) | α ∈ R}/gcd{q(α) | α ∈ R},
called the total tier number of the root system, is a well defined positive
integer. So, up to a constant factor, the bilinear form I may be assumed
to take rational values on Q(R). In particular, by choosing a constant
factor c such that gcd{c · q(α) | α ∈ R} = 1, we define the normalized
forms:

(2.1.3) qR := c · q, IR := c · I
(the constant c will be referred to as IR : I ). Then Q(R) becomes an
even lattice with respect to the form qR (and IR). We shall always
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consider the vector space F to be equipped with the integral lattice
structure Q(R) and the rational structure FQ := Q ⊗Z Q(R). A root
system R is called homogeneous if t(R) = 1, and, hence, qR(α) = ±1
for α ∈ R.

Let R be a root system. The set R∨ := {α∨ | α ∈ R}, called the dual
of R, is also a root system with respect to the same quadratic form q.
It satisfies q(α∨) = 1/q(α) for α ∈ R, with t(R∨) = t(R). The sets R
and R∨ span the same vector space F , but the lattice Q(R∨) := ZR∨
(equipped with the normalized quadratic form qR∨ = (IR∨ : I) · q
satisfying qR(α) · qR∨(α∨) = t(R)) may define a different Z structure
on F .

(2.2) We call R a k-extended affine root system of rank l, if q is positive
semi-definite with rank(rad(q)) = k and rank(Q(R)) = l + k. Let us
recall briefly the classification of k-extended affine root systems when
k (=the Witt index of q) is less than or equal to 2.

One has the equivalence: #R < ∞ ⇐⇒ #W (R) < ∞ ⇐⇒ q is
definite ⇐⇒ k = 0. This is the case studied in the classical literature.
The root systems are classified into types Al (l ≥ 1), Bl (l ≥ 2), Cl

(l ≥ 3), Dl (l ≥ 4), El (l = 6, 7, 8), F4 and G2.
If k = 1, then R turns out to be an affine root system in the sense of

Macdonald [Mc] (cf. [K], [Mo]). These are classified by the types P (t1),
where P is the type of the finite root system Rf := R/rad(q) and t1 is
called the first tier number (an integer satisfying t1|t(R)).
If k = 2, then R is called an elliptic root system. In most cases these

are classified by the types P (t1,t2), where P is the type of the finite root
system Rf = R/rad(q) and t1, t2 are called the first and the second tier
number (integers satisfying t1|t(R), t2|t(R)).

In general, let R be a homogeneous k-extended affine root system.
Then by a suitable choice of the basis a1, · · · , ak of the radical rad(q),
one has an expression of the set of roots
(2.2.1)

R = Rf ⊕ Za1 ⊕ · · · ⊕ Zak
= {α + n1a1 + · · ·+ nkak | α ∈ Rf , ni ∈ Z for i = 1, · · · , k}

where Rf is a “splitting sub-root system of R” defined in a positive
subspace Ff of F and is isomorphic to the radical quotient finite root
system R/rad(q) of R.

If k ≤ 1, then the Weyl group W (R) acts properly discontinuously
on a domain in F ∗. The fundamental domain of the action bounded by
the reflection hyperplanes is called aWeyl chamber. Then the set Γ(R)
of those roots which are normal to the walls of a fixed Weyl chamber
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gives a simple root basis of R and defines the classical or affine Dynkin
diagram according as R is a finite or an affine root system. If k ≥ 2
then the Weyl group acts nowhere properly discontinuously on F or F ∗

so that there is no concept of a Weyl chamber. Nevertheless, for the
elliptic root system R (i.e. k = 2), by a use of a marking G (see (2.3)),
we introduce some particular root basis Γ(R,G) of R which leads to a
definition of the elliptic Dynkin diagrams for (R,G). We recall some
more details on this in the following (2.3)–(2.6).

(2.3) Let R be an elliptic root system of rank l. That is: R is a general-
ized root system whose quadratic form q is positive semi-definite with
a 2-dimensional radical. We have l = rank(F/rad(q)) = rank(F )− 2.
If R is elliptic, so is R∨.

Definition. A marking of an elliptic root system R is a rank 1 subspace
G of rad(q) defined over Q. The pair (R,G) is called a marked elliptic
root system.

The dual R∨ is also marked by the same space G. They define
different integral structures

(2.3.1) Za = GZ := G ∩Q(R) and Za∨ = G∨Z := G ∩Q(R∨),

where a and a∨ are fixed, once and for all, integral generators of the
marking G satisfying a∨ : a > 0 (here a∨ is not (a)∨ for the operation
( )∨ defined in (2.1)). The marking G induces a projection

(2.3.2) πG : Q(R)→ Qaf := Q(R)/GZ.

The image Raf := R/G := πG(R) is an affine root system belonging to
the affine root lattice Qaf . We assume Raf to be reduced. Once and for
all, for the rest of the present paper, we choose and fix a simple root
basis Γ(Raf) of the affine root system Raf and a set Γaf ⊂ R such that

the projection πG induces a bijection πG|Γaf ∼→ Γ(Raf). In particular,
the intersection matrix (I(α∨, β))α,β∈Γaf

equals the affine Cartan matrix
(I(α∨, β))α,β∈Γ(Raf ). The set Γaf is unique up to an isomorphism of
(R,G). We identify Γaf with the affine Dynkin diagram Γ(Raf), the
lattice ⊕α∈Γaf

Zα with Qaf , and the set of roots R ∩ ⊕α∈Γaf
Zα with

Raf , respectively. The following three properties are well known: i)
Γaf forms a basis of Qaf such that the affine roots Raf are contained in
Q+af ∪Q−af where Q

±
af :=

(
±∑α∈Γaf

Z≥0α
)
\ {0}, ii) there exist positive

integers {nα ∈ Z>0}α∈Γaf
such that

∑
α∈Γaf

nαα is a generator of the
radical of Qaf (null roots of Qaf). iii) There exists α0 ∈ Γaf with nα0

= 1
such that Γf := Γaf \{α0} is a Dynkin diagram of the finite root system
Rf = R/rad(q) with the root lattice Qf := ⊕α∈Γf

Zα. So, the root
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lattice Q(R) and the radical radQ(R) split over Z as:

Q(R) = Qaf ⊕ Za = Qf ⊕ Zb⊕ Za,(2.3.3)

radQ(R) = Zb⊕ Za,(2.3.4)

where b is a lifting of the generator of the null roots in Qaf .

(2.3.5) b :=
∑

α∈Γaf

nαα.

Similarly, Γ∨af := {α∨ | α ∈ Γaf} ⊂ R∨ is bijective to a simple root
basis of the affine root system R∨af . So, we get a generator b∨ :=∑

α∨∈Γ∨
af
nα∨α

∨ of the radical of Q(R∨af).

(2.4) We introduce the first and the second tier numbers t1, t2 of a
marked elliptic root system (R,G) and its dual (R∨, G) as follows.
These will describe some subtle relations between the two integral
structures Q(R) and Q(R∨), and will be used to define the type of
a marked elliptic root system.
(2.4.1)

t1(R,G) := (b∨ : b) · (IR∨ : I), t1(R
∨, G) := (b : b∨) · (IR : I),

t2(R,G) := (a∨ : a) · (IR∨ : I), t2(R
∨, G) := (a : a∨) · (IR : I).

These are positive integers satisfying the relation

(2.4.2) t(R) = t1(R,G) · t1(R∨, G) = t2(R,G) · t2(R∨, G).

The isomorphism class of (R,G), in most cases, is determined by the
triplet (P, t1, t2) where P is the type of the finite root system R/rad(q)
and t1 and t2 are the first and the second tier numbers of (R,G), and
so, the symbol P (t1,t2) is called the type of (R,G).

Let us define some further numerical invariants which lead to the
diagram Γ(R,G). For α ∈ R, put

(2.4.3) k(α) := inf{k ∈ Z>0 | α+ k · a ∈ R} and α∗ := α+ k(α) · a
(and define k∨(α∨) similarly for α∨ ∈ R∨). Then, one has the following
proportionalities: for α ∈ Γaf ,

(2.4.4)
nα∨

nα
=

t1(R,G)

qR∨(α∨)
,

k∨(α∨)

k(α)
=

qR∨(α
∨)

t2(R,G)
.

Definition. The set of exponents (resp. dual exponents) of (R,G) is
the union of {0} and

(2.4.5) mα :=
q(α)

k(α)
· nα (resp. mα∨ :=

q(α∨)

k∨(α∨)
· nα∨)
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for α ∈ Γaf . Let mmax := max{mα | α ∈ Γaf} be the largest exponent.
Put

(2.4.6) Γmax := {α ∈ Γaf | mα = mmax}, Γ∗max := {α∗ | α ∈ Γmax}.
Finally, we introduce the finite set of roots:

(2.4.7) Γ(R,G) := Γaf ∪ Γ∗max.

Fact 1. The set Γ(R,G) forms a root basis of the elliptic root system
R.

Note that the proportionalities in (2.4.4) imply the proportionalities:
mα∨/mα = t1(R,G)·t2(R,G)/t(R) and therefore Γ(R∨, G) = (Γ(R,G))∨.
The matrix (aα,β := I(α∨, β))α,β∈Γ(R,G) is called the elliptic Cartan
matrix (which is not a generalized Cartan matrix in the sense of Kac-
Moody theory [K] because of the positive off-diagonal entry aα,α∗ = 2
for α ∈ Γmax).

(2.5) The elliptic diagram (which we shall identify with the root basis
Γ(R,G) because of the following theorem) is defined by the following
rule:

i) vertices are in one-to-one correspondence with Γ(R,G),
ii) the type of the bond between the vertices α, β ∈ Γ(R,G) is

defined according to the value aα,β/aβ,α by the usual convention
(e.g. [B Chap.VI, §4 n◦4.2]), except for the new additional
convention: a double dotted bond ◦=== ◦ if aα,β = aβ,α = 2
(i.e. between vertices α and α∗ for α ∈ Γmax).

Fact 2 ([Sa3-I] Theorem (9.6)). The elliptic diagram is uniquely deter-
mined by the isomorphism class of (R,G). Conversely, the elliptic dia-
gram Γ(R,G) determines uniquely the isomorphism class of the marked
elliptic root system (R,G) together with a root basis which is identified
with the vertices of Γ(R,G).

The theorem allows us to identify the elliptic diagram with the root
basis Γ(R,G). Let us review the reconstruction of the root system
(R,G) from the diagram Γ(R,G).

a) Consider the vector space F̂ := ⊕α∈Γ(R,G)Rα spanned by the
vertices of the diagram.

b) A symmetric bilinear form Î : F̂ × F̂ → R satisfying the rela-

tions 2Î(α,β)

Î(α,α)
= aα,β and Î(α, α) > 0 for α, β ∈ Γ(R,G) exists

uniquely up to a positive constant factor.
c) The reflection of F̂ with respect to α ∈ Γ(R,G) is denoted by

ŵα. The pre-Weyl group Ŵ is the group generated by ŵα for
α ∈ Γ.
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d) The pre-Coxeter element ĉ ∈ Ŵ is defined as the product of
ŵα, ordered so that ŵα∗ comes next to ŵα for α ∈ Γmax.

Then one has:

(i) The eigenvalues of ĉ are given by 1 and exp(2π
√
−1mα/mmax)

for α ∈ Γaf .
(ii) The image of 1− ĉm

′
max is contained in rad(Î) and is spanned by

α∗−α
k(α)

− β∗−β
k(β)

for α, β ∈ Γmax, where m
′
max := the least common

denominator of the mα/mmax for α ∈ Γaf .

Fact 3. Put F := F̂ /(1− ĉm
′
max)F̂ , I :=the form on F induced from Î,

G := the subspace in F spanned by α∗ − α for α ∈ Γmax and R :=the
image set of Ŵ · Γ(R,G). Then R is an elliptic root system belonging
to (F, I) with the marking G. The image set in F of the vertices of
Γ(R,G) forms a root basis of the elliptic root system. The root lattice
in F generated by Γ(R,G) is given by

Q(R) = ZΓ(R,G)
/〈α∗ − α

k(α)
− β∗ − β

k(β)
| α, β ∈ Γmax

〉
,(2.5.1)

Q(R∨) = ZΓ(R,G)∨
/〈α∗∨ − α∨

k∨(α∨)
− β∗∨ − β∨

k∨(β∨)
| α, β ∈ Γmax

〉
.(2.5.2)

(2.6) A marked elliptic root system (R,G) is called simply-laced if its
diagram Γ(R,G) consists only of simply-laced bonds ◦−−−◦ and of
doubly dotted bonds ◦===◦.
Fact 4. A simply-laced elliptic root system (R,G) is homogeneous and
hence t(R) = t1(R) = t2(R) = 1, m′

max = mmax (see Appendix A for
explicit values), and k(α) = 1 for α ∈ R. The set of roots decomposes
(cf. (2.3.3)):

(2.6.1) R = Raf + Za = Rf + Zb+ Za.

The simply-laced elliptic root systems are of types A
(1,1)
l for l ≥ 2,

D
(1,1)
l for l ≥ 4 and E

(1,1)
l for l = 6, 7, 8, whose diagrams are exhibited

in Appendix A.

3. The Lie algebra g̃(R) associated to a generalized root

system

The goal of this section is to introduce the Lie algebras g(R) and
g̃(R) attached to a generalized root system R as certain subalgebras
of VQ(R)/DVQ(R) for the root lattice Q(R) ((3.2) Definition 1). Here
VQ is the lattice vertex algebra attached to a lattice Q and D is its
derivation, studied by Borcherds [Bo1], which we recall in the first half
of the section. For vertex algebras, see also [K2], [MN].
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(3.1) First, we review the construction of the lattice vertex algebra
in our context. Let Q be an even lattice with an integral symmetric

bilinear form I attached to a quadratic form q such that q(x) = I(x,x)
2

.

There is a canonical central extension: 0 → Z/2Z → Q̂ → Q → 0
defined by the skew symmetric form I mod 2. Fixing a section e : Q 7→
Q̂ , α 7→ eα, we have the product rule: eαeβ = κI(α,β)eβeα, where κ
is the multiplicative generator of the center Z/2Z. Giving an additive
cocycle ε : Q×Q→ Z/2Z such that ε(α, β)+ε(β, α) ≡ I(α, β)mod 2 is
equivalent to giving a product rule: eαeβ = κε(α,β)eα+β. We shall often
use a Z-bilinear cocycle ε defined from an ordered basis α1, · · · , αn of
the lattice Q as follows: ε(αi, αj) := I(αi, αj) mod 2 if i ≥ j, otherwise
0. Then, we have ε(α, 0) = ε(0, 0) = ε(0, α) = 0 for any α ∈ Q and

e0 = 1 ∈ Q̂. Let Q{Q} be the quotient of the group ring Q[Q̂] divided
by the ideal generated by 1+κ. The image of the section {eα | α ∈ Q}
(denoted by the same symbol) gives a basis of Q{Q} with the product
rule eαeβ = (−1)ε(α,β)eα+β.

Put FQ := Q⊗Z Q and let F̃Q be a Q vector space equipped with a

non-degenerate symmetric bilinear form Ĩ such that i) F̃Q contains FQ
as a subspace, ii) the restriction of Ĩ on FQ coincides with I. Such an

F̃Q having the lowest rank (=rank(Q) + rank(rad(Q))) is unique, and

shall be called the non-degenerate hull of FQ. We identify F̃Q with its

dual space F̃ ∗Q by Ĩ : F̃Q → F̃ ∗Q; x 7→ Ĩ(x)(y) = 〈Ĩ(x), y〉 := Ĩ(x, y). Put

h̃ := F̃ ∗Q = Ĩ(F̃Q), h := Ĩ(FQ) (note that h is not the dual space F ∗Q of

FQ if I is degenerate) and hx := Ĩ(x) ∈ h̃ for any x ∈ F̃Q. We introduce

the form Ĩ∗ on h̃ by Ĩ∗(Ĩ(x), Ĩ(y)) := Ĩ(x, y) for any x, y ∈ F̃Q.
Let us define the space

(3.1.1) VQ := S

(
⊕

n∈Z>0

h̃(−n)
)
⊗Q{Q},

where S(⊕n∈Z>0
h̃(−n)) is the symmetric tensor algebra of the direct

sum of an infinite sequence {h̃(−n)}n∈Z>0
of copies of h̃ (copies of an

element h ∈ h̃ are denoted by h(−1), h(−2), · · · ). Then VQ has the
following structures.

i) As the tensor product of algebras, VQ is an algebra.

ii) For any h ∈ h̃ and n ∈ Z, we define the left-operator h(n) on
VQ as follows: if n < 0 then h(n) is multiplication by h(n). If
n = 0 then h(0)eα = 〈h, α〉eα for any α ∈ Q. If n > 0 then
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h(n)eα = 0 for any α ∈ Q. One has the rule: [h(m), g(n)] =

mδm+n,0Ĩ
∗(h, g) for any h, g ∈ h̃ and m,n ∈ Z.

iii) The algebra VQ has the Cartan involution ω : ω(eα) = e−α,

ω(h) = −h for any α ∈ Q and h ∈ h̃.
iv) There is the linear map deg : VQ → VQ such that deg eα =

q(α)eα and deg h(−n)v = h(−n)(nv + deg v) for any α ∈ Q,

h ∈ h̃ and v ∈ VQ. We say u ∈ VQ is of degree n if deg u =
nu (n ∈ Z).

v) The algebra VQ is Q-graded. That is: VQ = ⊕α∈Q(VQ)α, where

(VQ)α := S(⊕n∈Z>0
h̃(−n)) ⊗ eα. An element u ∈ (VQ)α is said

to have grade α.

For any n ∈ Z we define the n-th product, denoted by (n), of u =

h1(−n1) · · ·hk(−nk)eα ∈ VQ (h1, · · · , hk ∈ h̃, α ∈ Q and k ≥ 0) and
v ∈ VQ by
(3.1.2)

u(n)v := the coefficient of z−n−1 in(
◦
◦Q(h1(−n1), z) · · ·Q(hk(−nk), z) exp (Q(hα(0), z)) e

α ◦
◦

)
v,

where for h ∈ h̃ and n ≥ 0, we put

(3.1.3) Q(h(−n), z) := 1

n!

(
d

dz

)n
(
∑

i6=0

h(−i)
i

zi + h(0) log(z)

)
.

Here “◦◦X
◦
◦” is the “normal ordering of X ”, where one rearranges the

ordering of products in the formal expression of X in such way that
the creation operators h(−i) (i ≥ 1) occur to the left of all annihilation
operators h(i) (i ≥ 0) and eα occur to the left of all operators h(i) for
i ∈ Z, and exp(hα(0) log(z))e

β = eβzI(α,β). Extending (3.1.2) linearly
in u, the vector space VQ is equipped with countably many bilinear
operations (n). Then, the system of these operations defines the vertex
algebra structure on VQ ([Bo1], [FLM]).

For any h ∈ h̃, u ∈ VQ and n ∈ Z, we have h(−n)(−1)u = h(−n)u
(see (3.1.2)). So, VQ is generated as (−1)-th product algebra by h(−n)
and eα for h ∈ h̃, n ∈ Z>0 and α ∈ Q. Define an operator

(3.1.4) D : VQ → VQ , a 7→ a(−2)1.

Then, we have

(3.1.5) D(u(n)v) = (Du)(n)v + u(n)Dv.

In addition, for any h ∈ h̃, α ∈ Q and n ∈ Z>0,

(3.1.6) Deα = hα(−1)eα, Dh(−n) = nh(−n− 1),
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so D is a homogeneous operator of degree 1.

Fact 5 (Borcherds[Bo1]). The product u(0)v for u, v ∈ VQ induces a Lie
algebra structure on the quotient space VQ/DVQ and a left VQ/DVQ-
module structure on VQ.

In this section, let us tentatively denote the algebra VQ/DVQ by g̃(Q).
We shall use the same symbols to express an element in g̃(Q) as an

element in VQ. The Lie bracket of g̃(Q) is given by [u, v] = u(0)v. The
algebra g̃(Q) inherits Z- and Q-grading structures since D is homoge-
neous and preserves the Q-grading.

If u, v ∈ VQ have degrees l,m ∈ Z respectively then u(n)v has degree
l + m − n − 1. So, the subspace of degree 1 is closed under the 0-th
product.

Fact 6. g̃(Q)1 = (VQ/DVQ)1 ' (VQ)1/D(VQ)0 is a Lie subalgebra of
g̃(Q).

Here, we recall some terminologies from [K], [MP]. Given a Lie alge-
bra g and its abelian subalgebra h, we say an element x ∈ g has weight
f ∈ h∗ if [h, x ] = 〈h, f〉x for any h ∈ h, and we say x is a weight vector
of weight f . Let gf be the set of all elements which have weight f . Its
dimension dimQ gf is called the multiplicity of f . If gf 6= {0}, f is called
a root and gf is called its root space. If g is spanned (as a vector space)
by root spaces, then we say that g has a root space decomposition with
respect to h.

Let u ∈ VQ be an element of grade α ∈ Q. Then h(−1)(0)u = 〈h, α〉u
for any h ∈ h̃ (use (3.1.2)). This means that the two concepts: weight
and grade coincide. Therefore g̃(Q) has a root space decomposition

with respect to h̃(−1) and the root space g̃(Q)α of α ∈ Q is g̃(Q)α =(
S/(D + hα(−1))S

)
⊗ eα, where we put S := S(⊕n∈Z>0

h̃(−n)). The
subalgebra g̃(Q)1 also has a root space decomposition with respect to

h̃(−1). Note that g̃(Q)1 has no root α ∈ Q such that q(α) > 1 (recall
that the degree of h1(−n1) · · ·hk(−nk)eα is n1 + · · ·nk + q(α) ≥ q(α)).
Some of the root spaces are described explicitly as follows.

(3.1.7)
(g̃(Q)1)α = Q eα for q(α) = 1,

(g̃(Q)1)µ =
(
h̃(−1)/Qµ(−1)

)
eµ for q(µ) = 0.

A root α ∈ Q such that q(α) = 1 (resp. q(α) ≤ 0) is called a real root
(resp. an imaginary root).

Let us list some bracket rules in g̃(Q), which can be calculated from
the table of (0)-th products in Appendix B. We shall use them in the
present paper without mentioning it explicitly. Put Q1 := {α ∈ Q |
q(α) = 1}. Let α, β ∈ Q, h̄, ḡ ∈ h, h, g ∈ h̃ and µ, λ ∈ radQ.
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(3.1.8)

0. [h(−1), g(−1)] = 0,
I. [h(−1), eα] = 〈h, α〉eα,

[h(−1), ḡ(−1)eµ] = 〈h, µ〉ḡ(−1)eµ,
II.1. [ eα, eβ] =




0 if I(α, β) ≥ 0
(−1)ε(α,β)eα+β if I(α, β) = −1
(−1)ε(α,β)hα∨(−1)eα+β if I(α, β) = −2

for α, β ∈ Q1,
II.2. ad(eα)1−〈hα∨ ,β〉eβ = 0 if I(α, β) ≤ 0 and α ∈ Q1,
III. [ h̄(−1)eµ, eα] = (−1)ε(µ,α)〈h̄, α〉eα+µ,
IV. [ h̄(−1)eµ, ḡ(−1)eλ] = (−1)ε(µ,λ)Ĩ∗(h̄, ḡ)hµ(−1)eµ+λ.

(3.2) In this subsection, we attach a Lie algebra g̃(R) to any homoge-
neous generalized root system R belonging to the lattice Q(R). Recall
the even lattice structure IR on Q(R) (2.1.3). In the rest of this sec-
tion, we use the normalized bilinear form IR, but will denote it by I
for short.

Definition 1. Define subalgebras g̃(R) and g(R) of g̃(Q(R)) by

(3.2.1)
g̃(R) := 〈h(−1), eα | h ∈ h̃, α ∈ R 〉,
g(R) := 〈 eα | α ∈ R 〉.

The algebra g̃(R) is a subalgebra of g̃(Q(R))1 (since all the genera-
tors are in g̃(Q(R))1 and (3.1) Fact 6) and inherits the Q(R)-grading
structure of g̃(Q(R))1. Since all the generators are weight vectors, the

algebra g̃(R) has a root space decomposition with respect to h̃. If α
is a root of g̃(R), then I(α, α) ≤ 2. Note that g(R) = [ g̃(R), g̃(R)],
g(R) = [ g(R), g(R)] (use the bracket table (3.1.8)).

For S ⊂ R, we consider the subalgebra g(S) of g(R):

(3.2.2) g(S) := 〈eα | α ∈ ±S 〉.
Assertion 1. For any subset S ⊂ R, one has g(S) = g(W (S)S). In
particular, if Π is a root basis of R (in the sense of (2.1.1)), then
{eα | α ∈ ±Π} generates g(R).

Proof. First we claim ewα(β) = const · ad(eα)−I(α∨,β)eβ. It is enough
to show ad(eα)−I(α

∨,β)eβ 6= 0 since the real root space is one dimen-
sional (3.1.7). If it were zero, we would get eβ = 0 by applying
(ad e−α)−I(α

∨,β). It is impossible, and claim is proved. We return to
the proof of (4). Any element of W (S)S is an image of S by successive
applications of reflections with respect to elements of S. Applying the
claim above successively, we obtain g(W (S)S) = g(S). ¤
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Let us consider the case when R is a homogeneous k-extended affine
root system of rank l. We shall call the algebra g̃(R) k-extended affine
Lie algebra. Notice that in this case the bracket table (3.1.8) restores
the structure of the Lie algebra g̃(R).

Lemma 1. The algebra g̃(R) decomposes to root spaces as:

(3.2.3) g̃(R) = h̃(−1)⊕ ⊕
α∈R

Qeα ⊕ ⊕
µ∈radQ(R)\{0}

(h(−1)/Qµ(−1))eµ.

If we replace h̃ by h in (3.2.3), then we get an explicit description of
g(R).

The ranks of h̃ and h are l+2k and l+ k, respectively. So, we know
the multiplicity for any root of g̃(R): the multiplicity of α ∈ R is equal
to 1 and the multiplicity of µ ∈ radQ(R) \ {0} is equal to l + k − 1.

According to the explicit expression of g(R) above and the bracket
table (3.1.8), it is easy to see that g(R) is isomorphic to the universal
central extension of the algebra gf ⊗Q[ e±a1 , · · · , e±ak ] for a simple Lie
algebra gf (use (2.6.1)). That is: g(R) is the k-toroidal Lie algebra in
the sense [MEY]. See Appendix D for more explicit description of g̃(R).

Assertion 2. If R is a simply-laced finite or affine root system, then
the algebra g(R) is isomorphic to a finite or affine Kac-Moody algebra,
respectively.

Proof. Take a simple root basis Γ of R giving the finite, or affine Dynkin
diagram. Take a proper cocycle ε (as in (3.1)). Then the Serre relations
are satisfied by the Chevalley generator system {α∨ := hα∨(−1), eα :=
eα, fα := e−α}α∈Γ and hα∨(−1) for α ∈ Γ are linearly independent.
Apply Gabber-Kac theorem. ¤

4. The elliptic Lie algebra presented by generators and

relations

In the previous section, we have introduced the Lie algebra g̃(R)
attached to a homogeneous elliptic root system R. In this section,
we introduce the second Lie algebra ẽ(Γ(R,G)) = ẽ(Γ) attached to a
simply-laced marked elliptic root system (R,G). The algebra ẽ(Γ) is
presented by generators and relations determined by its elliptic dia-
gram Γ = Γ(R,G). In (4.1) Theorem 1, we state the main result of
the present article: the isomorphism of the two algebras, where the
surjectivity ϕ : ẽ(Γ)→ g̃(R) follows immediately from the definition.

The rest of this article is devoted to the proof of the theorem. This
section gives a preparation by studying some subalgebras of ẽ(Γ). In
(4.2), we study the subalgebras e(A) of ẽ(Γ) attached to the A-parts
A of the diagram Γ(R,G), which turn out to be the affine Kac-Moody
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algebras g(A4) by a choice of a generator system A4. In (4.3) we con-
sider the subalgebra hZ′

af of ẽ(Γ), whose weight belongs to the marking
Za and which turns out to be a Heisenberg algebra.

(4.1) Let Γ(R,G) be the elliptic diagram of a simply-laced marked
elliptic root system (R,G) (2.6). We construct the Lie algebra from
the diagram as follows. As in (2.5) a)–d), we reconstruct the root
lattice Q(R) (2.5.1) from Γ(R,G), where Γ(R,G) is identified with a
root basis of R as a subset of Q(R). As in (3.1) put FQ := Q⊗Z Q(R)

and let (F̃Q, Ĩ) be its non-degenerate hull. The space F̃Q is identified

with its dual space h̃ := HomQ(F̃Q,Q) by Ĩ : x 7→ hx, where hx ∈ h̃

is defined by hx(y) := Ĩ(x, y) for any y ∈ F̃Q. Recall α∗ − α = a (see
(2.4.3) and (2.6) Fact 4), and hence we have hα∗∨ − hα∨ = ha∨ for any
α ∈ Γmax.

Definition 2. The Lie algebra ẽ(Γ(R,G)) is the algebra presented by
the following generators and relations:

Generators: h̃ and {Eα | α ∈ ±Γ(R,G)}
Relations:

(4.1.1)

0. h̃ is abelian,
I. [h,Eα] = 〈h, α〉Eα,
II.1. [Eα, E−α] = hα∨ ,

[Eα, Eβ] = 0 for I(α, β) ≥ 0,
II.2. (adEα)1−〈hα∨ ,β〉Eβ = 0 for I(α, β) ≤ 0,

III.
[Eα, Eβ, Eβ∗ ] = 0
[E−α, E−β, E−β

∗

] = 0
for

◦
α
¡
¡
◦β
∗

◦
β

,

IV.
1.

[Eα∗ , E−α, Eβ, Eγ ] = 0
[E−α

∗

, Eα, E−β, E−γ ] = 0

2.
[Eβ, Eα, Eγ, Eα∗ ] = 0
[E−β, E−α, E−γ , E−α

∗

] = 0

for
◦γ
¡
¡
◦α
∗

◦
α

@
@◦
β

,

V.
[E−α, Eα∗ , Eβ] = Eβ∗

[Eα, E−α
∗

, E−β] = E−β
∗ for

◦α
∗

◦
α
¡
¡@
@

◦β
∗

◦
β

,

where h runs over h̃ in I, α, β run over ±Γ(R,G) in I, II, and α, β, γ
run over ±Γaf in III, IV and V.

Remark. The definition of a root system is invariant under the scalar
multiplication cI of the form I for c ∈ Q\{0}. We shall use hα∨ instead
of hα for α ∈ R so that the result does not depend on the choice of
c (recall from (3.2) that g̃(R) is constructed by the use of IR). Then
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〈hα∨ , α〉 = 2. Similarly, ha∨ does not move after rescaling of I (see
(2.4.1)). See also the proof of (4.3) Lemma 4 H-II.

Remark. The relations 0–II are the well known Kac-Moody type rela-
tions. The relations III–V are new relations caused by the new type
bonds ◦=== ◦ in Γ(R,G). Note that the relations III–V reduce to
the classical relations if we identify E±α

∗

with E±α for α ∈ Γmax.

For a root lattice Q(R) = Qaf ⊕ Za of a simply-laced elliptic root
system R, we always use Z-bilinear cocycle ε satisfying: ε(α,−α) =
ε(α, a) = ε(a, α) = 0 for any α ∈ ±Γ(R,G). The following is a con-
struction of such a cocycle ε. Recall from the splitting (2.3.3) that the
set Γaf∪{a} forms a Z-basis of Q(R). Put Γaf∪{a} = {α−1, α0, · · · , αl}
tentatively, and define

(4.1.2) ε(αi, αj) :=

{
I(αi, αj) mod 2 if i ≥ j,
0 otherwise.

Extend this Z-linearly to Q(R).
The following is the main theorem of the present article.

Theorem 1. The following correspondence extends to an isomorphism
from ẽ(Γ(R,G)) to g̃(R):

(4.1.3)
h 7→ h(−1) for h ∈ h̃,
Eα 7→ eα for α ∈ ±Γ(R,G).

Here, the cocycle ε is so chosen to satisfy ε(α,−α) = ε(α, a) = ε(a, α) =
0 for any α ∈ ±Γ(R,G).

The rest of this article is devoted to the proof of the theorem. In the
sequel, for short, we shall denote Γ(R,G) by Γ, and so, ẽ(Γ(R,G)) by
ẽ(Γ).

First, let us see that the correspondence (4.1.3) induces a homomor-
phism.

Assertion 3. The map defined in (4.1.3) extends to a surjective Lie
homomorphism ϕ

(4.1.4) ϕ : ẽ(Γ(R,G))→ g̃(R).

Proof. We can check the vanishing of the ϕ-images of the defining re-
lations (4.1.1) of ẽ(Γ) using (3.1.8). The surjectivity follows from (2.4)
Fact 1 and (3.2) Assertion 1. See also Remark 3. ¤

The algebra ẽ(Γ) has the root space decomposition with respect to

h̃ and the set of roots is contained in Q(R), since all the generators
are weight vectors (see the relations 0 and I) and their weights are in
Q(R). By definition of ϕ (4.1.3), we know a root space ẽ(Γ)α is sent
to the root space g̃(R)α for any root α. There exists the involution ω,
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called the Cartan involution, on ẽ(Γ) defined by h 7→ −h for h ∈ h̃ and
Eα 7→ E−α for α ∈ ±Γ. This follows from the fact that the system of
the relations are invariant under the transformation.

As in (3.2.2), for a subset S ⊂ Γ, we consider a subalgebra e(S) of
ẽ(Γ):

(4.1.5) e(S) := 〈Eα|α ∈ ±S〉.
Note that e(S) contains hα∨ for any α ∈ S because of the relation II.1.

Assertion 4. If a subset S ⊂ Γ is linearly independent in FQ and its
intersection matrix (I(α∨, β))α,β∈S) forms a generalized Cartan matrix
in the sense of [K], then e(S) is isomorphic to an affine Kac-Moody
algebra constructed from the Cartan matrix, in other words, to g(S).

Proof. Under the assumption of linear independence of {hα∨}α∈S, it
is enough to show {Eα, hα∨ , E

−α}α∈S satisfy the Kac-Moody relations
(after suitable changes of sign). But they do satisfy the relations 0–II.
(cf. (3.2) Assertion 2). ¤

Recall the projection πG in (2.3.2) and let π be its restriction to
Γ(R,G): π : Γ(R,G)→ πG(Γaf). For any section ι : πG(Γaf)→ Γ of π,
ι(πG(Γaf)) satisfies the condition of Assertion 4. So, e(ι(πG(Γaf))) is a
Kac-Moody algebra of simply-laced type.

(4.2) At the end of (4.1), we have found affine Kac-Moody subalgebras
of ẽ(Γ) whose null roots are Z · (b + ma) for some m ∈ Z. In this
subsection, we find affine Kac-Moody subalgebras of ẽ(Γ) whose null
roots are the integral marking GZ = Za (2.3.1). This subsection is
aimed to show Lemma 2, which plays the crucial role in the sequel of
the proof of Theorem 1.

Definition 3. An A-part A of Γ(R,G) is a union of a maximal linear
subdiagram Aaf of Γaf and {α∗ | α ∈ Aaf ∩ Γmax}. That is: A =
Aaf ∪ (Aaf ∩ Γmax)

∗.

Explicit list of A-parts is given in Appendix A. Notice that for any
α, β ∈ Γ(R,G), there exists an A-part A which contains α and β (check

case by case, note that A
(1,1)
1 is not simply-laced).

For any β ∈ A ∩ Γmax, the difference β∗ − β is the generator a of
the integral marking GZ (2.3.1). We see that A generates an affine

root lattice of type A
(1)
n (whose null roots are GZ) by introducing the

extension node

(4.2.1) α4 := −a−
∑

α∈Aaf

α,
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and introducing an affine root basis A4 := Aaf ∪{α4}, whose diagram
is given below.

◦
α4

©©
©©
©© HHHHHH◦

α1
◦
α2

◦
αn−1

◦
αn

We have W (A4)A4 = W (A)A (since −α4 = β∗ +
∑

α∈Aaf\{β}
α is

the highest root with respect to the root basis (Aaf \ {β}) ∪ {β∗},
one has α4 ∈ W (A)A. Conversely, −β∗ is the highest root with
respect to the root basis A4 \ {β}). The set {eα, hα∨ , e−α}α∈Aaf

∪
{eα4 , hα∨

4
, (−1)ε(α4,α4)e−α4} forms a standard generator of the Kac-

Moody algebra g(A4).

Lemma 2. For any given A-part A, there exists an isomorphism Υ :
g(A)→ e(A) which satisfies

(4.2.2)
Υ : hα∨(−1) 7→ hα∨ for α ∈ A,
Υ : eα 7→ Eα for α ∈ ±A.

Its inverse is the restriction of ϕ (4.1.4) on e(A).

Proof. Put Aaf = A ∩ Γaf =: {α1, · · · , αn} such that I(α∨i , αi+1) = −1
for i = 1, · · · , n− 1. We fix an element αs ∈ A ∩ Γmax and put As∗ :=
Aaf ∪{α∗s}. Then, W (As∗)As∗ = W (A4)A4 and hence g(As∗) = g(A4)
((3.2) Assertion 1). Let us define a map Υs: {hα∨(−1), eα, e−α | α ∈
A4} → ẽ(Γ) by

(4.2.3)
Υs : hα∨(−1) 7→ hα∨ for α ∈ A4,
Υs : eα 7→ Eα for α ∈ ±A4.

where E±α4 are defined as follows:

(4.2.4)
Eα4 := υ+[E

−α1 , · · · , E−αs−1 , E−α
∗
s , E−αs+1 , · · · , E−αn ],

E−α4 := υ−[E
α1 , · · · , Eαs−1 , Eα∗s , Eαs+1 , · · · , Eαn ].

Here υ± are the constants in {±1} defined by the relations:

(4.2.5)
eα4 = υ+[ e

−α1 , · · · , e−αs−1 , e−α
∗
s , e−αs+1 , · · · , e−αn ],

e−α4 = υ−[ e
α1 , · · · , eαs−1 , eα

∗
s , eαs+1 , · · · , eαn ].

The proof consists of three steps. The first step shows the map de-
fined in (4.2.3) and (4.2.4) induces a homomorphism Υs. The second
step shows the homomorphism Υs satisfies (4.2.2). So, Υs is indepen-
dent of a choice of αs ∈ A∩Γmax and let us call it Υ. We remark that,
as a consequence, E±α4 are defined independent of a choice of αs. The
third step shows ϕ ◦ Υ = idg(A), but this is clear after the first and
second step. ¤
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First step: Let us check the vanishing of the Υs images in ẽ(Γ) of
the defining relations of the affine Kac-Moody algebra g(A4):
(4.2.6)

A-0. [hα∨(−1), hβ∨(−1)] = 0,
A-I. [hα∨(−1), eβ] = 〈hα∨ , β〉eβ,
A-II.1. [ eα, e−α] = (−1)ε(α,−α)hα∨(−1),
A-II.2. (ad eα)1−〈hα∨ ,β〉eβ = 0 for I(α, β) ≤ 0,

[ eα, eβ] = 0 for I(α, β) ≥ 0,

where α, β ∈ ±A4. To do this, we prepare the following assertion.

Assertion 5. (1) Let {β1, · · · , βk} be a sequence of ±As∗ satisfying that
I(βi, βj) = 0 for all 1 ≤ i, j ≤ k with |i− j| ≥ 2 and I(β∨i , βi+1) = −1.
Then,

(4.2.7) [Eβ1 , · · · , Eβk , [E−β1 , · · · , E−βk ]] = (−1)k−1 (hβ∨1 + · · ·+hβ∨
k
),

(4.2.8)

[E−βi , [Eβ1 , · · · , Eβk ]] =





0 for 1 < i < k,
[Eβ2 , · · · , Eβk ] for i = 1,
−[Eβ1 , · · · , Eβk−1 ] for i = k.

(2) If 1 < s < n, we have following relations in ẽ(Γ):
(4.2.9)

B.1. [Eα1 , · · · , Eαs−1 , Eα∗s , Eαs+1 , · · · , Eαn , Eαs ] = 0,
[E−α1 , · · · , E−αs−1 , E−α

∗
s , E−αs+1 , · · · , E−αn , E−αs ] = 0,

B.2. [Eα1 , · · · , Eαs−1 , Eα∗s , Eαs+1 , · · · , Eαn , E−αs ] = 0,
[E−α1 , · · · , E−αs−1 , E−α

∗
s , E−αs+1 , · · · , E−αn , Eαs ] = 0.

(3) If α, β ∈ Γmax satisfy I(α
∨, β) = −1, then we have

[Eα, Eβ∗ ] = [Eα∗ , Eβ], [E−α, E−β
∗

] = [E−α
∗

, E−β].

Proof. (1) These relations are inside an affine Kac-Moody subalgebra
of e(S) ' g(S) for a set S ⊂ R (see (4.1) Assertion 4), so they hold up
to sign. Here, we calculate the sign carefully in g(S).

(4.2.7): Using (3.1.8) II.1 recursively, we have

[[ eβ1 , · · · , eβk ], [ e−β1 , · · · , e−βk ]] = [ (−1)σ1eβ1+···+βk , (−1)σ1e−(β1+···+βk)]
= [ eβ1+···+βk , e−(β1+···+βk)]
= (−1)σ2(β1 + · · ·+ βk)

∨(−1),
where, σ1, σ2 ∈ Z/2Z are determined by ε and further σ2 is calculated
as follows:

σ2 = ε(β1 + · · ·+ βk,−β1 − · · · − βk)
= ε(β1, β2) + ε(β2, β1) + · · ·+ ε(βk−1, βk) + ε(βk, βk−1)
= IR(β1, β2) + · · ·+ IR(βk−1, βk).
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(4.2.8): Similar to the proof of (4.2.7).
(2) B.1: Consider the first one. Delivering Eαs to the left, we have

[···, Eαs−2 , [Eαs−1 , Eαs ], Eα∗s , ···]+[···, Eαs−1 , Eα∗s , [Eαs+1 , Eαs ], Eαs+2 , ···].

For the first term, delivering Eα∗s to the left, we have

[· · · , Eαs−2 , [Eαs−1 , Eαs , Eα∗s ], · · · ] (III)= 0.

For the second term, delivering [Eαs+1 , Eαs ] to the left, using the fact
that [Eαi , [Eαs+1 , Eαs ]] = 0 for i < s− 1 (the relation II-1), we have

[ · · · , Eαs−2 , [Eαs−1 , [Eαs+1 , Eαs ]], Eα∗s , · · · ] + [· · · , [Eα∗s , [Eαs+1 , Eαs ]], · · · ].

The second term is 0 by the relation III. For the first term, delivering
Eα∗s to the left, we have

[· · · , [Eαs−1 , [Eαs+1 , Eαs ], Eα∗s ], · · · ] (IV.2)
= 0.

The second one is similarly calculated.
B.2: The first one: Delivering E−αs to the left, we have

[· · · , Eαs−1 , [Eα∗s , E−αs ], Eαs+1 , · · ·]
= [· · · , Eαs−2 , [Eαs−1 , [Eα∗s , E−αs ]], Eαs+1 , · · ·]
= [· · · , [Eαs−1 , [Eα∗s , E−αs ], Eαs+1 ], · · ·]

(IV.1)
= 0.

The second one is similarly calculated to the first one.
(3) The first equality:

[Eβ∗ , Eα]
(V)
= [[E−α, Eα∗ , Eβ], Eα]
= [−hα∨ , Eα∗ , Eβ] + [E−α, Eα∗ , [Eβ, Eα]]

(I and III)
= −2 [Eα∗ , Eβ] + [E−α, [Eβ, Eα], Eα∗ ]
= −[Eα∗ , Eβ].

The second equality is calculated similarly. ¤

We return to the proof of the first step. Let us check vanishing of
the Υs-images of the relations (4.2.6) in ẽ(Γ). This is clear for the
relations which does not contain α4. So we check only the relations
which contain α4.
A-0 and A-I: These are direct consequences of the relations 0 and

I in (4.1.1).
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A-II.1: Let us denote the sequence α1, · · · , αs−1, α∗s, αs+1, · · · , αn by
α1, · · · , αn in the calculation below.

[Eα4 , E−α4 ] = −υ+υ−[Eα1 , · · · , Eαn , [E−α1 , · · · , E−αn ]]
(4.2.7)
= −(−1)n−1υ+υ− (hα∨1 + · · ·+ hα∨n )
= (−1)n−1υ+υ− hα∨

4
.

Let us prove (−1)n−1υ+υ− = (−1)ε(α4,α4). From the definitions of υ±
(4.2.5) and the proof of (4.2.7), one has

[ υ+e
α4 , υ−e

−α4 ] = [ eα1 , · · · , eαn , [ e−α1 , · · · , e−αn ]]
= (−1)n−1hα∨

4
(−1).

On the other hand, recall (3.1.8) I-2:

[ υ+e
α4 , υ−e

−α4 ] = (−1)ε(α4,α4)υ+υ−hα∨
4
(−1).

A-II.2: First we assume the type of R is not A
(1,1)
2 . In this case,

we can find αs ∈ A ∩ Γmax such that 1 < s < n. If i 6= s, then the
relation is inside a finite Kac-Moody subalgebra e(As∗ \{αs}) (see (4.1)
Assertion 4). The norms of weights (1− 〈hα∨ , β〉)α + β = α + wαβ or
α + β of the relations A-II.2 are qR(α + wαβ) = 2 − IR(α, β) ≥ 2 or
qR(α + β) = 2 + IR(α, β) ≥ 2, respectively. Such roots do not exist
in the finite Kac-Moody algebra, and Υs-images of A-II.2 vanish. If
i = s, then this case drops to B.1 or B.2 in Assertion 5 (2).

Let us consider the case A
(1,1)
2 . In this case, Γaf = Γmax. By the use

of Assertion 5 (3), we have υ±E
±α4 = [E∓α

∗
1 , E∓α2 ] = [E∓α1 , E∓α

∗
2 ].

These mean that this case can be reduced to the case i 6= s. These
complete the proof of the first step.

Second step: Let us see that the homomorphism Υs satisfies (4.2.2).
It is enough to show Υs(e

±α∗s) = E±α
∗
s only for the fixed αs ∈ A∩Γmax.

Proof. If I(α∨, β) = −1, then using the facts [ e∓β, e±β
∗

, e±α] = e±α
∗

in g(A) (by (3.1.8)) and the relation V: [E∓β, E±β
∗

, E±α] = E±α
∗

in
ẽ(Γ), we see that Υs(e

±β∗) = E±β
∗

implies Υs(e
±α∗) = E±α

∗

. Apply
this to the fact that the set A∩Γmax is connected by simple bonds. ¤

So, the next assertion finishes the proof of Lemma 2.

Assertion 6. Eα∗s = Υs(e
α∗s) and E−α

∗
s = Υs(e

−α∗s). That is,

(4.2.10)
Eα∗s = τ+[E

−αs−1 , · · · , E−α1 , E−α4 , E−αn , · · · , E−αs+1 ],
E−α

∗
s = τ−[E

αs−1 , · · · , Eα1 , Eα4 , Eαn , · · · , Eαs+1 ].
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where τ± ∈ {±1} are the constants in {±1} defined by

(4.2.11)
eα
∗
s = τ+[ e

−αs−1 , · · · , e−α1 , e−α4 , e−αn , · · · , e−αs+1 ],
e−α

∗
s = τ−[ e

αs−1 , · · · , eα1 , eα4 , eαn , · · · , eαs+1 ].

Proof. Let us show the first one.

τ+υ−[E
−αs−1 , · · · , E−α1 , [Eα1 , · · · , Eαs−1 , Eα∗s , Eαs+1 , · · · , Eαn ],

E−αn , · · · , E−αs+1 ]
(a)
= τ+υ−[E

−αs−1 , ···, E−α2 , [E−α1 , [Eα1 , ···, Eαn ]], E−αn , ···, E−αs+1 ]
(b)
= τ+υ−[E

−αs−1 , · · · , E−α2 , [Eα2 , · · · , Eαn ], E−αn , · · · , E−αs+1 ]
= · · ·
= τ+υ−[[E

α∗s , Eαs+1 , · · · , Eαn ], E−αn , · · · , E−αs+1 ]
(c)
= τ+υ−[E

α∗s , Eαs+1 , · · · , Eαn−1 , E−αn−1 , · · · , E−αs+1 ]
= · · ·
= τ+υ−E

α∗s ,

where in (a), deliver [Eα1 , · · · , Eαn ] to the left and use the relation
(4.2.8), in (b) and (c), use the relation (4.2.8).

Let us show τ+υ− = 1. From the definitions of τ+ and υ− and pro-
ceeding similar calculations as above, one has

τ+e
α∗s = [ e−αs−1 , · · · , e−α1 , e−α4 , e−αn , · · · , e−αs+1 ]

= [ e−αs−1 , · · · , e−α1 , υ−[ e
α1 , · · · , eαs−1 , eα

∗
s , eαs+1 , · · · , eαn ],

e−αn , · · · , e−αs+1 ]
(a)
= υ− e

α∗s .

This shows τ+υ− = 1, and finish the proof of Lemma 2. ¤

Remark. In [Sl2], Slodowy has shown a weaker statement than that
of Lemma 2 that the diagram Aaf ∪ {β∗} is braid equivalent to the
diagram A4, and hence the i.m. algebra for Aaf ∪ {β∗} is isomorphic
to the Kac-Moody algebra for A4.

(4.3) Let us construct elements of ẽ(Γ) whose weight belongs to the
integral marking GZ = Za (2.3.1). For the purpose, let us define E±α

∗

not only for α ∈ Γmax but also α ∈ Γaf\Γmax. First we recall α∗ := α+a
((2.4.3), (2.6) Fact 4) and Γ = Γaf ∪ Γ∗max (2.4.7), where Γmax is a con-
nected subdiagram of the affine diagram Γaf such that the compliment
Γaf \ Γmax is a union ∪rj=1Γj of Alj -type diagrams (Appendix A). Let
α0 ∈ Γmax be an element connected to a connected component Γj. Let
the elements of Γj be ordered from the side α0 as α1, α2, · · · , αk, as in
the diagram below.
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◦
αk

◦
αk−1

◦
α2

◦
α1
©©
©

HHH

◦
α∗0

◦
α0

Inductively, we define Eα∗i := [E−αi−1 , Eα∗i−1 , Eαi ] and E−α
∗
i := [Eαi−1 ,

E−α
∗
i−1 , E−αi ] for i = 1, · · · , k. Then we have [h,E±α

∗

] = 〈h,±α∗〉E±α∗

for any h ∈ h̃ and α ∈ Γaf . For any A-part to which α belongs contains
E±α

∗ ∈ e(A). One easily check (using the argument in the second step
of the proof of (4.2) Lemma 2) the correspondence:

(4.3.1) ϕ : E±α
∗ 7→ e±α

∗

for α ∈ Γaf .

Assertion 7. Let n be a positive integer and α ∈ Γaf , then,

(4.3.2)

[ eα
∗

, e−α︸ ︷︷ ︸
1

, · · · , eα∗ , e−α︸ ︷︷ ︸
n

] = 2n−1hα∨(−1)eka,

[ eα, e−α
∗

︸ ︷︷ ︸
1

, · · · , eα, e−α∗︸ ︷︷ ︸
n

] = 2n−1hα∨(−1)e−ka.

Proof. One can show this by induction on k using (3.1.8). ¤

In view of Assertion 7 and (4.3.1), we make the next definition.

Definition 4. Define H
(n)
α∨ for any α ∈ Γaf and for any integer n ∈ Z

by

(4.3.3)





H
(m)
α∨ := 2−(m−1)[Eα∗ , E−α, · · · , Eα∗ , E−α],

H
(−m)
α∨ := 2−(m−1)[Eα, E−α

∗

, · · · , Eα, E−α
∗

],

H
(0)
α∨ := hα∨ ,

where m ∈ Z>0, and for the first (resp. second cases), Eα∗ and E−α

(resp. Eα and E−α
∗

) appear m times. Put H
(n)
−α∨ := −H(n)

α∨ for any
α ∈ Γaf and any n ∈ Z.

Note that ϕ(H
(n)
α∨ ) = hα∨(−1)ena for any α ∈ ±Γaf and n ∈ Z \ {0}

(see (4.3.1)).

Lemma 3. For any given A-part A ⊂ Γ, Υ in (4.2.2) satisfies:

(4.3.4) Υ :

hα∨(−1) 7→ hα∨ ,
eα 7→ Eα,

hα∨(−1)ena 7→ H
(n)
α∨ ,

where α runs over {±α,±α∗ | α ∈ A} = ±A ∪ ±A∗.
Proof. It is clear from (4.2) Lemma 2, (4.3.1) and the definitions of

H
(n)
α∨ . ¤
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The algebra ẽ(Γ) inherits all the relations in g(A) ((4.2) Lemma 2).
First we should list up some calculations in g̃(R) by a use of (3.1.8).

Assertion 8. Let n,m ∈ Z, α, β ∈ R and h, g ∈ h, then one has:
(4.3.5)

H-II. [h(−1)ema, g(−1)ena] = Ĩ∗(h, g)mδm+n,0ha(−1)e(m+n)a,

I*. [ eα, h(−1)ema, g(−1)ena] =
−1
2
〈h, α〉〈g, α〉[ eα, hα∨(−1)e(n+m)a],

II*.1. [h(−1)ena, eα, e−α] =
[h(−1)ena, e−α, eα] = 〈h, α〉hα∨(−1)ena,

II*.2. [h(−1)ena, eα, eβ] = 0 for I(α, β) ≥ 0.

Proof. Direct calculation by a use of (3.1.8). See (4.1) Remark 3. ¤

Lemma 4. The following relations hold in ẽ(Γ):
(4.3.6)

H-I. [h,H
(n)
α∨ ] = 〈h, na〉H

(n)
α∨ ,

H-II. [H
(m)
α∨ , H

(n)
β∨ ] = I(α∨, β)mδm+n,0ha∨ ,

I*. [Eα, H
(m)
β∨ , H

(n)
γ∨ ] = −1

2
I(β∨, α)I(γ∨, α)[Eα, H

(n+m)
α∨ ],

II*.1. [H
(n)
α∨ , E

β, E−β] = [H
(n)
α∨ , E

−β, Eβ] = I(α∨, β)H
(n)
β∨ ,

II*.2. [H
(n)
α∨ , E

β, Eγ ] = 0 for I(β, γ) ≥ 0.

where h ∈ h̃, n,m ∈ Z and α, β, γ ∈ ±Γaf .

Proof. Since the formula H-II in (4.3.6) contains a basis ha∨ , we treat
this case separately. The relation H-II in (4.3.5) is a specialization of
the relation IV in (3.1.8):

[h(−1)ema, g(−1)ena] = Ĩ∗R(h, g)mδm+n,0ĨR(a, ·)(−1)e(m+n)a.

Replacing ĨR by Ĩ (IR = c·I (2.1.3)), it becomes 1
c
Ĩ∗(h, g)mδm+n,0ha∨(−1)e(m+n)a,

since we have ha(−1) = ha∨(−1) (we use the normalized form IR in

g̃(R)) and c · Ĩ∗R = Ĩ∗ on h̃ (use α∨ = c · α for α ∈ R). One has
1
c
I(α∨, β∨) = I(α∨, β) = I(β∨, α) ∈ Z for any α, β ∈ R. See also (4.1)

Remark 3.
H-I: Clear from the definition of H

(n)
α∨ . II*.1: Take an A-part A

containing {α, β} (4.2). And apply (4.3) Lemma 3 for A. These are Υ-
images of the relations II*.1 in (4.3.5), respectively. Similar argument
shows that we get the following relations:

(4.3.7) [H
(n)
α∨ , E

β] =
1

2
I(α∨, β)[H

(n)
β∨ , E

β]
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(note that the relations can be induced from the relation I*). I* and
II*.2: Use (4.3.7) for the first bracket and after that take an A-part A
of {β, γ}. These are Υ-images of the relations I* and II*.2 in (4.3.5),
respectively. ¤

(4.4) We introduce three Lie subalgebras of ẽ(Γ): hZ′
af , h̃Z

af and gaf . They

are the subalgebras generated by B0 ∪ {ha∨}, B0 ∪ h̃ and B+ ∪B−,
respectively, where

(4.4.1)

Z′ := Z \ {0},
B0 := {H(n)

α∨ | α ∈ Γaf , n ∈ Z′},
B+ := {Eα | α ∈ Γaf},
B− := {E−α | α ∈ Γaf}.

Lemma 5. (1) hZ′
af is a Heisenberg algebra:

(4.4.2) hZ′
af = Qha∨ ⊕ ⊕

n∈Z′
h
(n)
af where h

(n)
af := ⊕α∈Γaf

QH
(n)
α∨ .

(2) h̃Z
af is an extension of hZ′

af : h̃Z
af = h̃⊕ ⊕

n∈Z′
h
(n)
af .

(3) gaf = e(Γaf) is isomorphic to the affine Kac-Moody algebra g(Γaf).

(4) ẽ(Γ) is generated by h̃Z
af and gaf .

Proof. (1), (2): The relations H-I and H-II in (4.3.6) are the defining
relations for the Heisenberg algebra and its extension. Linear indepen-
dence of components of direct sum follows from linear independence of
their ϕ-images. (3): See (4.1) Assertion 4. (4): It follows the fact that

for α ∈ Γaf , one has [H
(1)
α∨ , E

α] = 2Eα∗ and [H
(−1)
α∨ , E−α] = −2E−α∗ .

Let us show the first relation. By definition, we have [H
(1)
α∨ , E

α] =
[Eα∗ , E−α, Eα]. Delivering Eα to the left, we get [Eα∗ ,−hα∨ ] ([Eα∗ , Eα] =
0 since qR(α+α∗) > 1 and (4.3) Lemma 3) and it is 2Eα∗ . The second
relation is shown similarly. ¤

5. The amalgamation h̃Z
af ∗ gaf of affine Kac-Moody and

Heisenberg algebras

We introduce the third Lie algebra h̃Z
af∗gaf attached to a simply-laced

marked elliptic root system as an amalgamation of a Heisenberg algebra
and an affine Kac-Moody algebra. The algebra admits a triangular
decomposition in a generalized sense. By definition, there is a natural

surjective homomorphism % : h̃Z
af ∗ gaf → ẽ(Γ).
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In this section, we prove that the three Lie algebras g̃(R), ẽ(Γ) and

h̃Z
af ∗ gaf are isomorphic. The proof is achieved by showing the multi-

plicity of the root spaces of h̃Z
af ∗ gaf does not exceed that of g̃(Γ).

(5.1) Let (R,G) be a simply-laced marked elliptic root system. Recall

the algebras h̃Z
af and gaf = e(Γaf) ' g(Γaf) in (4.4). They have a

common abelian subalgebra haf := ⊕α∈Γaf
Qhα∨ .

Notation. By the amalgamation g1 ∗ g2 of two Lie algebras g1 and g2,
we mean the Lie subalgebra generated by gi (i = 1, 2) in T (g1 ⊕ g2)/I,
where T (V ) means the tensor algebra of a vector space V and I is the
both-side ideal generated by the elements gi ⊗ hi − hi ⊗ gi − [ gi, hi]
for all gi, hi ∈ gi. If, further, there are Lie algebra homomorphisms
ϕi : g → gi (i = 1, 2), we denote by g1 ∗g g2 the Lie algebra defined
similarly but adding more relations ϕ1(g) − ϕ2(g) for g ∈ g to the
generators of the ideal I. For an abuse of notation, we sometimes call
a quotient algebra of g1 ∗ g2 also an amalgamation of g1 and g2 and
denote it by g1 ∗ g2.

Definition 5. We define the Lie algebra h̃Z
af∗gaf as the quotient algebra

of the amalgamation h̃Z
af∗haf

gaf of h̃
Z
af and gaf divided by the ideal defined

by the following relations I* and II*:
(5.1.1)

I*. [Eα, H
(m)
β∨ , H

(n)
γ∨ ] = −1

2
I(β∨, α)I(γ∨, α)[Eα, H

(n+m)
α∨ ],

II*.1. [H
(n)
α∨ , E

β, E−β] = [H
(n)
α∨ , E

−β, Eβ] = I(α∨, β)H
(n)
β∨ ,

II*.2. [H
(n)
α∨ , E

β, Eγ ] = 0 for I(β, γ) ≥ 0.

where α, β, γ ∈ ±Γaf , m,n ∈ Z and H
(0)
α∨ := hα∨ for any α ∈ ±Γaf .

All the relations in (5.1.1) are satisfied in ẽ(Γ) (0, I and II are in
(4.1.1) and the rests are in (4.3.6)). So, due to (4.4) Lemma 5 (4), the
next fact follows.

Assertion 9. The natural homomorphisms in (4.4) from h̃Z
af and gaf

to ẽ(Γ) induce a surjective homomorphism

(5.1.2) % : h̃Z
af ∗ gaf → ẽ(Γ).

As a consequence of the above assertion, the three algebras h̃Z
af , hZ′

af

and gaf are considered as subalgebras of h̃Z
af ∗ gaf . We can consider

the root space decomposition of h̃Z
af ∗ gaf with respect to h̃ since all the

generators of h̃Z
af ∗gaf are weight vectors (I in (4.1.2) andH-I in (4.3.6))

and their weights are in Qaf ⊕ Za = Q(R) (2.3.3). The set of all roots

is denoted by ∆. By definition, % maps root spaces of h̃Z
af ∗ gaf to those

of ẽ(Γ).
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Due to the symmetry of the defining relations, there exists an invo-

lution ω, called the Cartan involution, on h̃Z
af ∗ gaf defined by h 7→ −h

for h ∈ h̃, H
(n)
α∨ 7→ −H(−n)

α∨ for α ∈ ±Γaf , n ∈ Z and Eα 7→ E−α for
α ∈ ±Γaf . The Cartan involution brings a root space of α to a root
space of −α.

(5.2) We study the root space decomposition of h̃Z
af ∗ gaf with respect

to h̃. Recall the cones Q+af and Q−af in the affine lattice Qaf (2.3). Put

(5.2.1) Q+ := Q+af ⊕ Za, Q0 := Za = GZ, Q− := Q−af ⊕ Za.

Lemma 6. The set of roots ∆ of h̃Z
af ∗gaf is contained in Q+∪Q0∪Q−.

So we have the decomposition

(5.2.2) h̃Z
af ∗ gaf = h̃Z

af ⊕ n+ell ⊕ n−ell,

where, nσell := ⊕α∈∆∩Qσ
af
(h̃Z
af ∗ gaf)α for σ ∈ {±1}. The nσell is an

ideal of the algebra uσell := 〈h̃Z
af , n

σ
af〉 = h̃Z

af ⊕ nσell generated by nσaf :=
〈Eα | α ∈ σΓaf〉 and is nilpotent in the sense:

(5.2.3)
∞
∩

m=1
[ nσell, · · · , nσell︸ ︷︷ ︸

m-times

] = {0} for σ ∈ {±1}.

Proof. To prove this, we add notation to (4.1.1):

(5.2.4)

B := B+ ∪B0 ∪B−,

G := h̃ ∪
{
[B1, · · · , Bk] | Bi ∈ B+ ∪B0, k ∈ Z>0

}

∪
{
[B1, · · · , Bk] | Bi ∈ B− ∪B0, k ∈ Z>0

}
,

V := the subspace of h̃Z
af ∗ gaf spaned by G.

It is enough to show [B1, · · · , Bk] ∈ V where Bi ∈ B. We show
this by induction on k. Case k = 1 is clear. Assume case k, then
[B1, · · · , Bk, Bk+1] = [[B1, · · · , Bk], Bk+1]. Expressing [B1, · · · , Bk] ∈
V as a linear combination of elements in G, it is enough to show fol-
lowing three cases: (i) [C+1 , · · · , C+m, Bk+1] ∈ V for any C+i ∈ B+ ∪B0

and any m ∈ Z>0, (ii) [C
−
1 , · · · , C−m, Bk+1] ∈ V for any C−i ∈ B− ∪B0

and any m ∈ Z>0, and (iii) [h,Bk+1] ∈ V for any h ∈ h̃. Case
(iii) is clear by I and H-I. Let us consider case (i). Case (ii) can
be shown similarly. If Bk+1 ∈ B+ ∪ B0, it is clearly in V . So we
assume B−k+1 := Bk+1 ∈ B−. Delivering B−k+1 to the left, we have∑k

i=1[ · · · , C+i−1, [C+i , B−k+1], C+i+1, · · · ]. If C+i ∈ B+, [C+i , B
−
k+1] is in h̃

by II and the i-th term is in V. If Hi := C+i ∈ B0, the i-th term is
[ · · · , C+i−1, [Hi, B

−
k+1], C

+
i+1, · · · ]. If i = 1, then using relations either

I*, II*.1 or II*.2 in (5.1.1), we can reduce the 1st-term to the case
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≤ k. If i > 1, deliver [Hi, B
−
k+1] further to the left. Again, using

relations in (5.1.1), we can reduce the ith-term to the case≤ k. ¤

As a consequence of Lemma 6, we can already determine some of
root spaces.

Lemma 7. (1) (h̃Z
af ∗ gaf)0 = h̃,

(2) (h̃Z
af ∗ gaf)α+na = Q[Eα, H

(n)
α∨ ] for any α ∈ Γaf and n ∈ Z,

(3) (h̃Z
af ∗ gaf)mα+na = 0 for any α ∈ ±Γaf , n ∈ Z such that |m| ≥ 2,

and for any n ∈ Z.
(4) (h̃Z

af ∗ gaf)na = ⊕α∈Γaf
QH

(n)
α for any n ∈ Z \ {0}.

Proof. Recall the relations in (4.3.6). (1) According to Lemma 6,

(h̃Z
af ∗gaf)0 is spanned by h̃ and elements [H

(n1)

β∨1
, · · · , H(nk)

β∨
k

] for βi ∈ Γaf
satisfying n1+· · ·+nk = 0. If k ≥ 2, first bracket is in Qha∨ byH-II. So

if k > 2, it is 0 byH-I. (2) For α ∈ Γaf , (h̃
Z
af ∗gaf)α+na is spanned by ele-

ments [ · · · , H (ns−1)

β∨s−1
, Eα, H

(ns)
β∨s

, · · · ]. That is: one entry is Eα ∈ B+ and

the others are in B0 satisfying n1+ · · ·+nk = n. Using H-II and I* re-

peatedly, we finally find it is either in QEα (if n = 0) or in Q [Eα, H
(n)
α∨ ]

(if n 6= 0). (3) (h̃Z
af ∗ gaf)mα+na for m ≥ 2 is spanned by elements

[A,Eα, B,Eα, · · · ], where A and B are sequences of B0. Similarly to

the proof of (2) above, we know this becomes [Eα, H
(n)
α∨ , E

α, · · · ] and it

is 0 by II*.2. (4) (h̃Z
af ∗gaf)na is spanned by elements [H

(n1)

β∨1
, · · · , H(nk)

β∨
k

],

where β1, · · · , βk ∈ Γaf and n1 + · · ·+ nk = n. Use H-II. ¤

(5.3) Let us study the root space decomposition in more detail by lifting
the actions of reflections on Q(R). Recall the reflection wα on Q(R)
with respect to α ∈ R and the Weyl group W (R) = 〈wα | α ∈ R 〉 (2.1).
We define the action w̃α on h̃ by w̃α(h) := h− 〈h, α〉hα∨ for any h ∈ h̃

so that 〈w̃α(h), β 〉 = 〈h,wα(β)〉 for any β ∈ Q(R). Here, we lift the
action of the subgroup Waf := 〈waf | α ∈ Γaf〉 of W (R) generated by
reflections of elements in Γaf .

Fisrt note that the action of adEα on h̃Z
af ∗gaf is locally nilpotent for

any α ∈ ±Γaf .

Proof. It is enough to show its nilpotency for any generators. For h̃,
see I, for B±, see II, and for B0, see II*.2. ¤
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Thanks to this fact, we can define the exponential of adEα: exp(adEα) :=∑∞
i=0

1
i!
(adEα)i for any α ∈ ±Γaf . This is an automorphism of the al-

gebra h̃Z
af ∗ gaf . Composing these automorphisms, we define

(5.3.1) nα := exp(adEα)exp(ad (−E−α))exp(adEα)

for any α ∈ Γaf . The following facts are more or less standard: i) nα
is an automorphism of h̃Z

af ∗ gaf whose restriction on h̃ is equal to w̃α.

ii) nα maps (h̃Z
af ∗ gaf)β to (h̃Z

af ∗ gaf)wαβ isomorphically for any α ∈ Γaf
and β ∈ Q(R).

Proof. i) This can be shown by a direct calculation (4.1) I. ii) Let

x ∈ (h̃Z
af ∗ gaf)β for β ∈ Q(R). Then, for h ∈ h̃, we have [h, nα(x)] =

nα[n
−1
α (h), x] = nα[ w̃

−1
α (h), x] = 〈w̃α(h), β〉nα(x) = 〈h,wα(β)〉nα(x).

Similarly we can show n−1α maps (h̃Z
af ∗ gaf)wαβ to (h̃Z

af ∗ gaf)β. ¤

As a consequence, we obtain the following fact.

Fact 7. The set of roots ∆ of h̃Z
af ∗ gaf is Waf-invariant.

Define a height of an element x =
∑

α∈Γaf
mαα + na ∈ Qaf ⊕ Za =

Q(R) by

(5.3.2) h(x) :=
∑

α∈Γaf

mα ∈ Z.

Let us call the element x positive (resp. negative) if h(x) > 0 (resp.
h(x) < 0).

Lemma 8. The set of roots ∆ is equal to the union R∪radQ(R). The
multiplicity of a root in R is equal to 1.

Proof. Consider the Waf orbit of any root x ∈ ∆. If the orbit contains
an element y with h(y) = 0. Then y = na = x for some n ∈ Z by (5.2)
Lemma 6.

If the orbit contains both positive and negative elements, then there
exist an element y in the orbit and α ∈ Γaf such that h(y) > 0 >
h(wα(y)). Express y =

∑
β∈Γaf

mββ + na, where all mβ ∈ Z are non-

negative and h(y) =
∑

β∈Γaf
mβ. Then the coefficient mα only in the

expression of y can be non-zero, since all coefficients of wα(y) := y −
I(α∨, y)α =

∑
β∈Γaf\{α}

mββ+(mα−I(α∨, y) )α+na are simultaneously

non-positive. So, y = mαα + na and hence mα = 1 by (5.2) Lemma
7 (3). Thus, y ∈ R (recall (2.6.1)) and hence x ∈ Waf · R = R. The

multiplicity of (h̃Z
af ∗ gaf)y is equal to 1 because of (5.2) Lemma 7 (2).

Assume that all elements of the orbit Waf · x have positive heights
and y ∈ Waf · x attains the minimal height. Then, for any β ∈ Γaf ,
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one has h(y) ≤ h(wβ(y)) = h(y − I(y, β)β) = h(y) − I(y, β). So,
I(y, β) ≤ 0. Using the expression: y =

∑
β∈Γaf

mββ + na , one has

I(y, y) =
∑

β∈Γaf
mβI(y, β) ≤ 0, and so, y ∈ radQ(R). The case when

all elements of Waf · x have negative weight is reduced to the positive
case by the Cartan involution (5.1). ¤

A root in R is called a real root and a root in radQ(R) is called an
imaginary root (see (3.1.7)).

(5.4) Let us denote the composition map ϕ ◦ % by ξ:

(5.4.1) ξ := ϕ ◦ % : h̃Z
af ∗ gaf → g̃(R).

The map ξ preserves root spaces of h̃Z
af ∗ gaf and g̃(R).

For any α ∈ R and µ ∈ radQ(R), we define elements in h̃Z
af ∗ gaf as

follows:

(5.4.2)
Eα := the element of the root space (h̃Z

af ∗ gaf)α
which is mapped to eα ∈ g̃(R)α by ξ,

Hµ
α∨ := (−1)ε(α,µ−α)[Eα, Eµ−α],

These are well-defined since the restriction of ξ on a real root space

(h̃Z
af ∗ gaf)α is isomorphic by (5.2) Lemma 8 (for definition of ε, see

(4.1.2)). This definition is consistent with the generators Eα for α ∈
±Γaf by definition of ϕ. Note that Hµ

α∨ is a weight vector of weight µ
and ξ(Hµ

α∨) = hα∨(−1)eµ by (3.1.8) II.1.

Assertion 10. Inside the algebra h̃Z
af ∗ gaf , one has the following for-

mulae for any α, β ∈ R and µ ∈ radQ(R).
(5.4.3)

R-0 Hna
α∨ = H

(n)
α∨ for n ∈ Z,

R-I. (1) [h,Eα] = 〈h, α〉Eα, (2) [h,Hµ
α∨ ] = 〈h, µ〉H

µ
α∨ ,

R-II. [Eα, Eβ] =





0 if I(α∨, β) ≥ 0,
(−1)ε(α,β)Eα+β if I(α∨, β) = −1,
(−1)ε(α,β)Hα+β

α∨ if I(α∨, β) = −2,
R-III. [Hµ

α∨ , E
β] = (−1)ε(µ,β)I(α∨, β)Eβ+µ,

R-H. −Hµ
α∨ = Hµ

α∨ .

Proof. R-0: Recall the note after the definition (4.3.3) and (5.2) Lemma
7 (4).
R-I. (1), R-II. Case I(α∨, β) = −1 and R-III: Recall (5.3) Lemma

8.
R-I. (2) and R-II. Case I(α∨, β) = −2: Recall the definition (5.4.2).
R-II. Case I(α∨, β) ≥ 0: Recall (5.3) Lemma 8.



EXTENDEDAAFFINE ROOT SYSTEM IV 35

R-H: We have [Hµ
α∨ , E

α, E−α] = [[Hµ
α∨ , E

α], E−α]−[Hµ
α∨ , [E

α, E−α]]
where the second term is 0, since [Eα, E−α] = ±H0

α∨ = ±hα∨ (R-0)
and [hα∨ , H

µ
α∨ ] = I(α∨, µ)Hµ

α∨ (R-I (2)) = 0. Applying R-III in both
hand sides, this implies the equality: −[E−α+µ, Eα] = [Eα+µ, E−α].
By definition (5.4.2), this implies R-H. ¤

Remark. A careful calculation using relations (5.4.3) shows a formula:
(5.4.4)

R-H-II [Hµ
α∨ , H

ν
β∨ ] = I(α∨, β)(−1)ε(µ,ν)(−Hµ+ν

(α+ν)∨ +Hµ+ν
α∨ ).

Put Γδaf := Γaf ∪ {δ∗} for a fixed element δ ∈ Γaf . We have #Γδaf =
l + 2.

Assertion 11. The algebra h̃Z
af ∗ gaf is generated by h̃ and {Eα | α ∈

±Γδaf}.

Proof. We have to show that H
(n)
α∨ for α ∈ Γaf and n ∈ Z′ = Z\{0} are

generated by {Eα | α ∈ ±Γδaf}. The elementsH
(±1)
δ∨ are generated, since

one has [E−δ, Eδ∗ ] = Ha
−δ∨ = −H(1)

δ∨ (R-0 and R-H) and [Eδ, E−δ
∗

] =

H−a
δ∨ = H

(−1)
δ∨ (R-0). Using the fact that Γaf is connected by simple

bonds and using the relations II*.1 in (5.1.1), we see all the H
(±1)
α∨ ’s

(α ∈ Γaf) are generated. We have [Eα, H
(n)
α∨ , H

(±1)
α∨ ] = −2[Eα, H

(n±1)
α∨ ]

by I* and [Eα, H
(n±1)
α∨ , E−α] = −2H(n±1)

α∨ by II*.1. Hence, by induc-

tion, we see H
(n)
α∨ is generated for all α ∈ Γaf and n ∈ Z. ¤

Assertion 12. The set {Hµ
α | α ∈ Γδaf} spans (h̃Z

af ∗ gaf)µ for µ ∈
radQ(R) \ {0}.
Proof. Take an element [Eβ1 , · · · , Eβk ] such that β1+· · ·+βk = µ where
β1, · · · , βk ∈ ±Γδaf . One has k > 1 since µ is not a real root. Then,

β1 + · · · + βk−1 = µ− βk and [Eβ1 , · · · , Eβk−1 ] ∈ (h̃Z
af ∗ gaf)µ−βk . Since

µ − βk is a real root, [Eβ1 , · · · , Eβk−1 ] ∈ QEµ−βk , the multi-bracket
belongs to Q[Eµ−βk , Eβk ] = QHµ

β∨
k
. Use R-H if necessary. ¤

(5.5) We consider the multiplicities of imaginary roots. We already
know the multiplicity of an imaginary root µ of height 0 (i.e. µ ∈
GZ = Za) is equal to l+ 4 or l+ 1 according as µ = 0 or not (see (5.2)
Lemma 7 (1), (4)). So, let us consider an imaginary root µ = mb+na,
for m ∈ Z, m 6= 0 and n ∈ Z. We have lower band of the multiplicity of
µ, which is l+1 by (3.2) Lemma 1. On the other hand, the root space
is spanned by l + 2 generators {Hµ

α | α ∈ Γδaf}. So the next lemma
determines the multiplicity of µ.
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Lemma 9. The set {Hµ
α | α ∈ Γδaf} are linearly dependent for µ ∈

radQ(R) \ Za.

Proof. We prepare two assertions for the proof.

Assertion 13. Let m ∈ Z>0 and α ∈ Γaf . Then, H
mb
α∨ ∈ gaf . Fur-

thermore, there exists a sequence β1, · · · , βk in Γaf such that H
mb
α∨ =

const.[Eβ1 , · · · , Eβk ].

Proof. Note that mb−α is a real root of the affine root system R(Γaf).
So Eα and Emb−α are the elements of gaf . Additionally, E

mb−α has the
expression: Emb−α = const.[Eβ1 , · · · , Eβk−1 ] for some βi ∈ Γaf , since
mb− α is positive with respect to the root basis Γaf . ¤

Assertion 14. Let A := {y, x1, · · · , xn} be a sequence of elements in
a Lie algebra g. Then,

[ y, [x1, · · · , xn]] =
n∑

i=1

∑

σ∈Sn

m(i)
σ [ z

(i)
σ(1), · · · , z

(i)
σ(n), xi],

wherem
(i)
σ ’s are some integers independent of y and xi’s and {z(i)1 , · · · , z(i)n } :=

A \ {xi} for i = 1, · · · , n.

Proof. Induction on n. It is clear for case n = 1. Assuming case n, let
us show case n+ 1:

[ y, [x1, · · · , xn, xn+1]] = [ y, [x1, · · · , xn], xn+1]− [ y, xn+1, [x1, · · · , xn]]

=
n∑

i=1

∑

σ∈Sn

m(i)
σ

(
[[ z

(i)
σ(1), · · · , z

(i)
σ(n), xi], xn+1]− [w

(i)
σ(1), · · · , w

(i)
σ(n), xi]

)
,

where {z(i)1 , · · · , z(i)n } := {y, x1, · · · , xn}\{xi}, {w(i)1 , · · · , w(i)n } := {[ y, xn+1],
x1, · · · , xn} \ {xi} and some integers m

(i)
σ for i = 1, · · · , n and σ ∈ Sn.

And use the fact that [P, [ y, xn+1], Q] = [P, y, xn+1, Q]−[P, xn+1, y, Q].
¤

We return to a proof of Lemma 9.
Put µ = mb + na for m ∈ Z \ {0} and n ∈ Z. We may assume

that m > 0 due to the Cartan involution ω (5.1). First we consider
the case n > 0 (the case n < 0 can be shown similarly). According
to Assertion 13, take a sequence β1, · · · , βk in Γaf such that Hmb

δ∨ =
const.[Eβ1 , · · · , Eβk ]. Its ξ-image is hδ∨(−1)emb. We can assume the
constant = 1 in our following proof. The ξ-image of [Eδ∗ , E−δ, · · · , Eδ∗ ,
E−δ] (Eδ∗ and E−δ appear n times) is 2n−1hδ∨(−1)ena. The fact that
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[hδ∨(−1)emb, hδ∨(−1)ena] = 2nha(−1)emb+na 6= 0 gives us a non-zero
element which has the form

(5.5.1)

[
[Eδ∗ , E−δ, · · · , Eδ∗ , E−δ], [Eβ1 , · · · , Eβk ]

]
=

−
[
[Eβ1 , · · · , Eβk ], [Eδ∗ , E−δ, · · · , Eδ∗ , E−δ]

]
,

whose ξ-image is 2nnha∨(−1)emb+na. Apply Assertion 14 to LHS of
(5.5.1), and from the definition of Hµ

α∨ in (5.4.2), we conclude that
this element is in ⊕α∈Γaf

QHmb+na
α∨ . On the other hand, apply Assertion

14 to RHS of (5.5.1), then, similarly, we conclude that this element
can be written as cδ∗H

mb+na
δ∗∨

+ cδH
mb+na
δ∨ . We have cδ∗ = 2nn 6= 0 and

cδ = −2nn. So, we find a non-trivial linear relation among the basis
Hµ

α∨ for α ∈ Γδaf .
Secondly, we consider the case n = 0. Recall that the null vector b

can be expressed by b =
∑

α∈Γaf
nαα (2.3.5). We have

∑
α∈Γaf

nαhα(−1)emb =
0 (see (3.1.7)). The LHS is inside g(Γaf). Recall that the subalge-
bra gaf = e(Γaf) is isomorphic to the affine Kac-Moody algebra g(Γaf)
by the restriction of ξ, and that ξ(Hmb

α∨ ) = hα∨(−1)eµ. So, we have∑
α∈Γaf

nαH
mb
α∨ = 0. We find again a non-trivial linear relation among

the basis. This completes the proof of Lemma 9. ¤

Lemma 9 together with (5.1) Assertion 9, (4.1) Assertion 3, and (3.2)
Lemma 1 proves the isomorphisms of all the three root spaces

(5.5.2) g̃(R)α'
ϕ

ẽ(Γ(R,G))α'
%
(h̃Z
af ∗ gaf)α

for α ∈ ∆ = R ∪ radQ(R). In fact, in vierw of (3.2.3), we have the
relation:
(5.5.3)

R-H*.
∑

α∈R

cαH
µ
α∨ = 0 ⇐⇒

∑

α∈R

cαα
∨ ∈ Qµ for cα ∈ Q.

These prove our main result (4.1) Theorem 1 and

Theorem 2. Three Lie algebras g̃(R), ẽ(Γ(R,G)) and h̃Z
af ∗gaf attached

to the marked elliptic root system (R,G) are isomorphic.

Appendix A. Table of diagrams of simply-laced marked

elliptic root system

1) mi := mαi : the exponent of αi.
2) Explicit description of Γaf and Γmax.
3) The A-parts.

Type A
(1,1)
l (l ≥ 2).

1) mi = 1 (0 ≥ i ≥ l); m′
max = mmax = 1.

2) Γaf = {α0, · · · , αl}, Γmax = {α0, · · · , αl}.
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3) Γ(R,G) \ {αj, α∗j} for j = 0, · · · , l

◦
α∗1

◦
α1
,
,
,,l

l
ll

◦

◦
α2
,

l

l

,
◦

◦
αl−1
,
,
,,

l
l

ll
◦
α∗l

◦
αl

◦
α∗0

◦
α0

´
´
´
´
´
´
´
´́

³³
³³

³³
³³
³

¡
¡
¡
¡
¡
¡
¡
¡
¡

´
´
´
´
´
´
´
´́

Q
Q

Q
Q

Q
Q

Q
QQ

PP
PP

PP
PP

P

@
@

@
@

@
@

@
@
@

Q
Q

Q
Q

Q
Q

Q
QQ

Type D
(1,1)
l (l ≥ 4).

1) m0 = 1, m1 = 1, mi = 2 (2 ≤ i ≤ l − 1), ml−1 = 1, ml = 1;
m′
max = mmax = 2.

2) Γaf = {α0, · · · , αl}, Γmax = {α2, · · · , αl−2}.
3) {α0, α1, α2, α∗2}, {αl−2, α∗l−2, αl−1, αl},
{αp, αq}∪{αi, α∗i | i = 2, · · · , l−2} for p ∈ {0, 1}, q ∈ {l−1, l}.

◦
α0

◦
α1

¡
¡
¡@
@
@

◦
α∗2

◦
α2

¡
¡
¡@
@
@

◦
α∗3

◦
α3

¡

@

@

¡
◦

α∗l−3

◦
αl−3

¡
¡
¡@
@
@

◦
α∗l−2

◦
αl−2

¡
¡
¡@
@
@

◦
α∗l−1

◦
αl

Type E
(1,1)
6 .

1) m0 = 1, m1 = 1, m2 = 2, m3 = 3, m4 = 2, m5 = 1, m6 = 1;
m′
max = mmax = 3.

2) Γaf = {α0, · · · , α6}, Γmax = {α3}.
3) {α0, α1, α2, α3, α∗3, α6}, {α0, α3, α∗3, α3, α4, α5, α6},
{α1, α2, α3, α∗3α4, α5, α6}.

◦
α0

◦
α1
©©
©

HHH

◦
α∗3

◦
α3

@
@
@¡
¡
¡
◦
α2

◦
α4

◦
α1

◦
α5

Type E
(1,1)
7 .

1) m0 = 1, m1 = 1, m2 = 2, m3 = 3, m4 = 4, m5 = 3, m6 = 2,
m7 = 1;
m′
max = mmax = 4.

2) Γaf = {α0, · · · , α7}, Γmax = {α4}.
3) {α1, α2, α3, α4, α∗4, α7}, {α0, α6, α5, α4, α∗4, α7},
{α1, α2, α3, α4, α∗4, α5, α6, α0}.



EXTENDEDAAFFINE ROOT SYSTEM IV 39

◦
α7
©©
©

HHH

◦
α∗4

◦
α4

@
@
@¡
¡
¡
◦
α5

◦
α3

◦
α6

◦
α2

◦
α0

◦
α1

Type E
(1,1)
8 .

1) m0 = 1, m1 = 2, m2 = 3, m3 = 4, m4 = 5, m5 = 6, m6 = 4,
m7 = 2, m8 = 3;
m′
max = mmax = 6.

2) Γaf = {α0, · · · , α8}, Γmax = {α5}.
3) {α7, α6, α5, α∗5, α8}, {α0, α1, α2, α3, α4, α5, α∗5, α8},
{α0, α1, α2, α3, α4, α5, α∗5, α6, α7}.

◦
α8
©©
©

HHH

◦
α∗5

◦
α5

@
@
@¡
¡
¡
◦
α4

◦
α6

◦
α3

◦
α7

◦
α2

◦
α1

◦
α0

Appendix B. Table of 0-th products

Let α, β ∈ Q and h, g ∈ h̃.

i) (eα)(0)e
β =





0 if I(α, β) ≥ 0,
(−1)ε(α,β)eα+β if I(α, β) = −1,
(−1)ε(α,β)hα(−1)eα+β if I(α, β) = −2,

ii) (eα)(0)(h(−1)eβ) =



0 if I(α, β) ≥ 1,
−(−1)ε(α,β)〈h, α〉eα+β if I(α, β) = 0,
(−1)ε(α,β)(h(−1)− 〈h, α〉hα(−1))eα+β if I(α, β) = −1,

iii) (h(−1)eα)(0)(g(−1)eβ) =



0 if I(α, β) ≥ 2

(−1)ε(α,β)
(
− 〈h, α + β〉+ Ĩ∗(h, g)

)
eα+β if I(α, β) = 1,

(−1)ε(α,β)
(
− 〈g, α〉h+ 〈h, α + β〉g+

(
〈h, α + β〉〈g, α〉+ Ĩ∗(h, g)

)
hα

)
(−1)eα+β if I(α, β) = 0.

iv) ((eα)(0))
1−I(α,β)eβ = 0 for q(α) = 1 and I(α, β) ≤ 0.
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Appendix C. List of Relations

– Relations in the lattice vertex Lie algebra g̃(Q) = VQ/DVQ:
(3.1.8) 0, I, II.1, II.2, III and IV.

– Relations for the elliptic Lie algebra ẽ(Γ(R,G)):
(4.1.1) 0, I, II.1, II.2, III, IV.1, IV.2 and V.

– Relations for the affine Kac-Moody algebra g(A4):
(4.2.6) A-0, A-I, A-II.1 and A-II.2.

– Relations for the affine Kac-Moody algebra gaf = e(Γaf) '
g(Γaf):

(4.1.1) 0, I, II.1 and II.2.

– Relations for the Heisenberg algebras hZ′
af and h̃Z

af :
(4.3.6) H-I and H-II.

– Amalgamation relations among hZ′
af and gaf :

(4.3.6), (5.1.1) I*, II*.1 and II*.2.

– Relations among root spaces of h̃Z
af ∗ gaf :

(5.4.2), (5.5.4), (5.5.3) R-I, R-II, R-III, R-H, R-H* and
R-H-II.

Appendix D. An explicit description of g̃(R)

Recall from (2.2) that there exists a sub-diagram Γf of Γaf for a
finite root system Rf so that the root lattice has the splitting Q(R) =
Qf⊕Zb⊕Za (2.3.3) and the set of roots decomposes as R = Rf⊕Zb⊕Za
(2.6.1). Then, one can find basis Λa and Λb of the non-degenerate hull

F̃Q of FQ (3.1) such that

F̃Q = FQ ⊕QΛb ⊕QΛa,

where

Ĩ(Λa, a) = Ĩ(Λb, b) = 1, Ĩ(Λa, b) = Ĩ(Λb, a) = 0 and Ĩ(Λa,Γf) = Ĩ(Λb,Γf) = 0.

Recall the identification: h: F̃Q→∼ h̃; x 7→ hx such that 〈hx, y〉 =

Ĩ(x, y) for x, y ∈ F̃Q. Then we put:

da∨ := ha∨ , db∨ := hb∨ , ,
∂

∂a
:= hΛa ,

∂

∂b
:= hΛb and

hf := ⊕
α∈Γf

Qhα∨ , gα := Qeα for α ∈ Rf .

Then the elliptic algebra is given by

g̃(R) = Q ∂
∂a
⊕Q ∂

∂b
⊕⊕α∈Rf

(
gα ⊗Q[ e±a, e±b]

)
⊕

⊕m,n∈Z

(
hf ⊕ Qda∨+Qdb∨

Q(mda∨+ndb∨)

)
⊗Qema+nb.
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The non-degenerate full h̃ of h, the Heisenberg subalgebra hZ′
af , the

affine Kac-Moody subalgebra gaf and “nilpotent” subalgebras n±el are
given by the followings.

h̃ = Q
∂

∂a
⊕Q

∂

∂b
⊕ hf ⊕Qda∨ ⊕Qdb∨,

hZ′
af = Qda∨ ⊕ ⊕

n∈Z\{0}

(
hf ⊕Qdb∨

)
⊗ ena,

gaf = ⊕
α∈Rf

(
gα ⊗Q[ e±b]

)
⊕ ⊕

m∈Z\{0}

(
hf ⊗ emb

)
⊕ hf ⊕Qdb∨,

n±el = ⊕
α∈Rf

⊕
m∈Z\{0}

(
gα ⊗ emb ⊗Q[ e±a]

)
⊕ ⊕

α∈R±
f

(
gα ⊗Q[ e±a]

)
⊕

⊕
m∈Z\{0}

(
(hf ⊕Qda∨)⊗Qemb ⊗Q[ e±a]

)
.
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