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Gentzen-type Formel System Reoresenting Properties of Functions™

Toshio Nishimura Tokyo Univ, of Education

§0, Introduction
First, we shall roughly explain system given in this peper, which is
mainly based on the 2-valued logic, By some little modifications, we
shall be able to give the systems b;\,sed on the 3-valued logic presented
by S,C, Kleene or J, McCarthy, which is treated in the.forthcoming paper,
Now let F or G be a function of type a« — 8 ‘or f—a

respectively, then we shall denote the composition of F and G by

F.G (PG (2) = G(F())).
And if F aﬁd G are compatible and of the same type, then the join of F
and G shall be denoted by

F v G

Let P be a formula, then P hasa truth value., The function @ which
has always the value ¢ (thé empty-set) represents the truth value 'false!,
and the identity function I the 'true'. (In 3-valued case we shall take
the totally undefined function £ as another value 'undefined!), Then
a formula P can be considered as a function, and the composition

Pe.F
has the value- F if P is true and ¢ if P is false, (In 3-valued
case, if P is undefined then the value is totally undefined function 2 ).

if P(@) then y else f(x)
has the value y if P(*) is true and £f@) if P(z) is false. Thus,
this can be represented by the composition

P(#) .y v P@).f) ,

% This is partly supported by CUDI foundation.
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where 7 P(x) represent the negation of P(x)., And the program
F; CT;
loop: if P then begin H; K; goto loop end

can be represented by

oo N
FoCe \/ (PeH.K) 7P,

n—g
o [ee] n . 0 1 2
‘where A = I, A" — Ad .., A and V A=AvAiv A
n+1 times n=0

Now let A and B be formulas, Then the composition A » B means

'V A and B ', because I-I =1, I.0 = O, oI ® and® O = O
ind AvB means 'A or B' because IvI=1I, IvO =1, @ (I =1
Al’ld o \/m = o

The program

i: =13 s = 0

loop: if 7i >N then begin s: =35 + as ; i: =i+ 1 ; goto loop
end shall give the result s; = & ;+-=--- -4, This is represented by

the expression of the form
(i:

which is called a sequent., This can be proved in our system, 'FC G!

1) (s: =0) n{_;o(7(i}N)(s:=s+ai)(i:_=i+l))n (¢ >N)Csi=a, $omeemtay

means that G is an extension of F, 1In the 2-valued case, for formulas
A and B, AU B! means that A implies B, and so is the same as A-—B in
the Gentzen's original form,
We shall consider the following recursive definition of the function F (of
type o ) -

F(z,y) = 1if ple) then y else b(F(k(‘i),y)).
Tt is well-known that F cen be defined as the least fixed point n:/ﬂ )
(denoted by 8F), under the following definition of the function f of type
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f‘@=1-0=0 |
7@ - p@then y ease A(f"@O(k@, y)

(represented as p@y \V 7p@- A (@ (k@®, £)))

We shall consider another function G of the same type as F, which is
defined by the following:

G(%,¥) = if p(*) then y else G(¥ @, * ()

Then \

0o =09z N=0VY (p@- yV 7@ 9'Ok@. h)

In order to prove that F is the same function as G, it is sufficient to
show the following two:sequents:

Of (% y)C 89 (% y)and 99 (x ¥IC If (% y)

In our system, the notation ! C ' plays the simular role to the
Gentzen's original notation '— 1!, Rules of inference shall be given
symmetrically for the left hand-side and the right hand-side of C .,

In this paper, we shall give the formal system and its interpretation,
However, we shall omit the proofs of the main theorems 'the completeness
theorem! and 'the cut-elimination theorem, Céncerning to formal systems
representing properties of functions, Platek, D.Scott and M, Takahashi
gave several axiomatized system; but Gentzen-type formulation including
compositions of formulas and functions has not been given as yet,
Gentzen-type formulation shall givé.the following profits to us:-

(1) This will make us easy transmission to 3-valued cases from 2-valued
case, |

(2) This will sugest that the back-tracking is a powerful method in order
to obtain the proofs for equivalence or correctness of programs., 1In

fact, the theorem~prover based on our system are now working as a

powerfﬁl processor, whiéh processed most preblems presented in

'Inductive Methods for Proving Properties of Programs' by Z,Mamna,

S, Ness and J. Vjillemin,
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91, Tormal system and its interpretation
In this section we shall give the formal system and its interpre-

tation,

1.1 Constant symbole for types are o and ¢ . Types are defined by the
following, (1) o or ¢ is a type, .(2) If@ andf are types, so is

@ — f . (3) Types are obtained only by applying (1) and (2) (Extreme
clause)., In whet follows, we shall often omit the extreme clause., A
predicate-type is defined by the following, (1) ¢ is a type, then @ — ¢
is a predicate type. (2) If @ is a type and p is predicate-type, then
@ — B is a predicate-type., Types other than predicate~types are

called t!object-type!.

1.2 Basic symbols other than those for types are i‘ollow}aing: functional
(abbreviated by 4f ) constants of type ¢ @, etc,; free i variables of
type @ E, , G4 etc,; bound vauables of type @ Xg Yg etc.; overall-
functional (abbreviated by of? ) constants K, L etc,; free off wvariables
U, V etc,; index constants O etc,; free index variables a, b, c etc.;
index functions +, ¢, ' etc.; logical connectives v, 7, V290 3p W o=
other symbols C ete, Especially, @, is the constant of type@ for every

type ¢ and T, For every predicate type @ ,

1,3 Now we shall give mathematical domains, in which our formal system
will be interpreted,
Let Dy be the domain of individuals. The totally undefined
function on D_y is denoted by @, or o . We put
Dy = a*lb\'fe have @¢€D_, such that a%(®) = a for every
xe,D—dU {m}

For a, b € Do , the relation aC¢b is defined by
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a Zgb <=>dom (a) T dom (b) and a(®) = blx) for every # € D g,
Then we have ® Cga and a g a for every a < I .

We put D '=L <2, ¢ j , where < > denote the empty word and

¢ +the empty set, And the relation C, is defined by
¢ C ¢, ¢ <>or < >C K>

e shall often use the notatioh I or @ instead of < > or ¢ respectively,
because, as we shall see in 1,5, < > shall play the same role as the
identity function I and ¢ as the @ which has the always the value ¢ ,

Supposing that the domains Dg , Dg and the relations ( ¢, Cp are

already defined, we put

1

= { f . — I = }
Da~>/9 = { Fa—-»ﬂ l Fa—>/9‘ D, Dﬂ and dom (Fa—»ﬂ) Ddf
. . 1
Now we shal} define the relation Fa——»ﬂ C e Ga——»ﬂ by
Fa——»ﬁ (h) C 8 Ga—»ﬂ (k) for every i€ D,
Fd.,ﬂ is said to be monotonic, if Fa_,ﬂ ® C ) Fa—»ﬂ @ for
every A, g€D, such that 4 C « 7.
Then Da—»ﬂ is defined by
i 1 ]
= €
Da-»ﬂ {F ! monotonic F & Da——»ﬂ}
Next, let 7 be the set of all types and £ be &0{67 D, .

We define the set # by
% =1 f | f is an ff defined on D and for every <€ J the
restricticn of f to D, (denoted by f TD, ) is en T4
of type a—a
Let Nbe 4§ 0,1, 2, ..... } and we consider the number theoretic
functions corresponding to the index-functions.,

*

* * '
Let @y 4 be the function such that @, 4 (A) =0,  for

5% L
every h € D, vhere & =@ ana O ¢

In what follows, we shall often omit type—subscript {(i.e. F instead of F_ ).
2 up Q



8.

1,4 e shall assign an element of Da (or # ) to every f€ (or off)-
constant or every ff (or cff )-variable of type € and an element of N
to every index constent or variable, as follows,- Ve dencte this assignment
by ¢ .
¥*

@ (4)2 ) = wa
PNE D for every free fg =-variable or fg ~constant of type «

a

o(f) ¢ % for every freenfyg —variable or offg -constant

o ) for the index constant O
P @< N for the index variable a
qp(f):f{* for the index-function f , where £ ic the corresponding

number theoretic function,

(In what follows, ¢(E) 1is represented by E¥.)

1,5 Ffts, ©0ff's, indicies and formulas and the extension of the
assigmment over these are defined by the following. In what follows, we

denote one assigned to a formal expression E by E7

1.5.1 An £l —constant of type a (ofd —~constant) or a free ff-variable of
type @ (free off-variable) is an ff of type @ (0fd), #an oflis an €,

An.fdof type + is called a formula,

1.5.2 If F or fis an € of type @B or o respectively, so is F(f ) of
type £ . Especially, if f,,*"",f,, and F‘ are of types %%, and
ty = (dg > -—n (@, > B) ) respectively, F(fy) (fo )— (f,) is of
type § , abbreviated by F(fy,-----, £, ). If F is an off and fis an 4

of type @ , then F( f) is an ff of type ¢, (F )5 is FX(ET)

1,5,3 Let F and G be f€/Sof type ¢—=8 and f— 7 respectively,
Then F.G (abbreviated by FG) is the £g of type ¢ >y, IfF or G is an

off , then FG is the ffof the same type of another. (FG)* is F¥G¥ (the

- b -
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e 3¢ 5% .
composition of F* and G7) i,e,

6) =F = {<tg> Th (<rA>EF ana <hg>E @)

1,5,L If P is a formula and F is anfg of type @ (an eff ), tiuen PF or

FP is anfg of type ¢ (an ofg), (PF)* = (FP)* = the directproduct of P*

¥* A

and F¥, Thus (PF) ¥ = (FP)" = F or ¢ accordingly to P' = < dor P' = o,
This shows that in our System { >or ¢ plays the same role as the “eff I
or @ respectively. We shall often use I or ¢ instead of< >or ¢
respectively, Especially, if F is also a formula, so is PF or FP, In

this case, PF (FP) means 'P and F!, because II = I, 10=0, #1=0" and 00=0

1,5.5 If P and Q are formulas, so are TP, P,Q, P> Q and P= Q.

> * #* oy * * 3%
71 =0,70 =1, (PyQ)* = FLY, (P> = (7PLQ)" P=Q)” =

(PO Q¥ (@ >P)*,

1,5,6 Let F be a formula, g a free ff -variable of type € and . h a

bound T€ -variable of type ¢ not contained in F., then JAF ( h/ g J and
VAFCAh/9) is a formula, where F(A/9] denote the result obtained

by replacing h for g, ( 2AFC(A/9)] )* has the value @ if (F(f/y]}i o

for every feo, s otherwise I, (VﬁFEﬁ/yj )* has the value I if

. .
( FCE/93 ) =1 for every f& D , otherwise @ ,

1.5.7 An index-~constant or a free index-variable is an index., If f is
an n-ary index-function and ti1 , ..., tr are indices, then f(t1 , ..., ’tn)

is an index. (£(t 4 -, b Wf (Ear €5)

1,5.8 Let R be an ff of type =& (or an off ). Then Rt is of type
' t
a—% and @R of type & (or an off), where t is an index. (R )* =

R Y and (8R)" = i’?ﬂ RO
n— .
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1,5,9 Formulas of the vforms @4PQ2 and Ry 7PFR, are said mutually
disjoint, If formulas P and Q are mutually disjoint, then f¢’s APB and
AQC are mutually disjoint, Two f¢'s are said compatible if they are
mutually disjoint. And any two of F" @, F" @ ) and 8 F are compatible.
Any two of formulas are always compatible, If f and g are compatible,
so are AfB and AgB, or F(f) and F(g). Clearly, if two fg's A and B are
mutually disjoint, then one of A* and BY is 0%, 4And

pE™ (@é‘jCF”‘" ((D*)CaF"é for m<n

(VhpCh/g3) C (pCf/93) C (Fhp(f/9d)
And if £%C g¥*, then A¥LHB¥* ( A¥g#B¥ and F*C*) O F¥(g%) ,

Thus, if A and B are compatible ff's, then A¥(C B¥ or B#( A%,

1.,5.10 If S and T are compatible f#s of type @ {(or off ), then SvT
is an fg of type @ (or off), Then (S T)¥ = the joint of S* and T¥, so
one of S* and T .

Let F1, eus, Fy and Gy, ..., Gy be sets of fé's of type @ oroff,
in which any two of them are compatible, Then the figure of the followihg
form is called a sequent,

Fl y ey Fm“'"c CT1 y T » G-n N

where it may happen that m=0 or n=0, This is interpreted by

Fy ~A=~FnC g Gtv“‘ %

§2. Proof-figure
In what follows, Greek capitale letters,i , IT etc, shall-
represent finite set of f¢s such as F ..., E, . A proof-figure is a

tree constructed by sequents, in which every uppermost sequent is an

axiom and by a rule of inference upper sequents and a lower sequent are

-8 -
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connected,

2.1 We can give various assumptions as axionms, bui; we shall give here
only logical axioms as the most basic ones, Logical axioms are sequents
of the following form. |

1, o C 4 V > where @ is the particular constant.

2. Ta, BET: C 4, F 4 |

3.1 1, APr—— P,B [ 2 C 41, AP, —— P 1 B, dp,where P, is
a formula,
It is clear that the logical axioms are true under any interpretations,

o

because @ is the least elemenmt, F C F* and & PT—P,BYC AP - P%; B

2.2 Rules of inference
2,2,1 Rules of Replacement
(1) 71F, FI, ©,ForF ® can be replaced by F and conversely.
(2) ©F or FO can be replaced by ® and conversely.
(3) 71 -or /@ can be replaced by @ or I respectively and conversely.
(L) P=Q, PDQ, T7T(PQ), 7(P,2) or77P can be replaced by (P D Q)
~ (Q@D>P), TP, D, 7P, 72, 7P, 7Qor P respeétively and
conversely, |
(5) If® occurs in the lefi.z hand-side, then the left is replaced by @ ,

@ in the right is omitted,

s

3* e
In every rule of replacement, A is replaced by B such that A" = B”,

2,2,2 Rules of inference with respect to logical connectives.

(1) o left Vriglt
.1, AFBT 2C4 T 1, AGBT 2C 4 T Cdy, AFB, AGB, 4:
T i1, A-{FVG} -BT 2C 4 T C 4y, A-{FVG} B 4.



These rules of inference shall give the true lower sequent from the true

upper sequents under any interpretation, because F and G are compatible,

(2) 0 left 7 : d right
Ti, A-F"@® BT 2C4  n=012- TCdy, A~F™O By 42, A-OF-B
Tlr A'aF’B,rz CA T_CAII A'aF‘B1 Az

It is easily shown from the compatibility of F' (@) and 8 F that these

rules of inference is reasonable,

(3) Yleft . | Yright
T4, A-PLCg/ R B, T2, A- YAP-B(A4 T C 44, APLf/R)B, 42
Ti, A-YAP-BT 2C 4 TC 41, A+ YAP By 42
where ¢ is an arbitray ffdof the where f is an arbitray free
same type as 4 , variable of the same type as 4

not contained in the lower sequent,

It is clear that Y -left is the reasonable inference, We shall show Y-
right is so, If (Vhp)* =1, (4-p Cf/RD ‘B) C (a- AP-BF
Provided ( ¥hP)* = @ , we have § € D, such that P* [g/h)= O,
Considering a new assignment which assigns g to f and the original
one to other than f , we have ¢/ (P(f4)) =0 and ¢’/ ®=9¢® for
E which does not contain f ., Then, if the lower sequent is not true under

¢, 50 is it under ¢/,  And so the upper sequent is not true under ¢/,

This contradicts to the assumption that the upper one is true under any

interpretation,
(4) = left 3 right

T 1, A‘P[f/ﬁj'B,rch : T Cdy, A'PE.V/]"]'B1 d:, A-TRP-B
T4, Ac3AP BT 2 C 4 TCdy, A+3BAP By 42

where f satisfies the condition where ¢ satisfies the condition
in Y rizht, inV left,

It will be shown by the quite similar way to in (3) that these are reasonable,
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2¢2+3 Practical rules of inference

We can add at will some practical reasonable rules, e,g,

T-I.;TZCAI’ Or 42 ‘—1’ Oyr—2c AI’AZ

and
Ay, - A, C By, B, rFCaG
Ay Fy---, A, F C By G--—- B, G
where  A;,--—--,A,, B1,—B, are of type a — f and F and G of type
B—=>r1, . | '

§3. Some theorems
‘ From the facts given in § 2, we shall see the following plausibility

theorem,

Theorem 1, (Plausibility) LetT c 4 be a prdvable sequent, Then it
is true under any interpretations,

The following theorem is important, but we omit the proof here,

Theorem 2, (Completeness and Elimination of redundance) Let a
sequent T~ C A' be true under any interpretation., Then it is provable by

applying only rules in 2,2.1 and 2,2,2,
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