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The permanent of a matrix
r
Byy By, e ayn
a gy vee e A3g
PO . (n < n) (1)
| B Bpqg vt av“\ﬂ
has been definend as
per(A%:Ziﬁ'N'alKL ....... ahmxm$ (2)
where the sum is taken over all permutation bexz aQJof
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though the permanent may seem familiar to the idea of

the determinant, the concept is very differrent. And the

evaluation of the permanents are 1n general very hard.



The work is usuary given by the next theorem (Cf'[lj)
Theorem 1 (Ryser) Let A bé a matrix of mxn (m<n) type.
And let A denote a matrix obtained from A by repracing

r colums of A by zeros.

Let S(Ar) denote the product of the row sums of Ar’ and
letZS(Ar) denote the sums of the S(Ar) over all of the

choice for Ar" Then

per(A)=Z S(A,_4) — ( H-T+l)ZS(An—m+l)
+(n M-rl)ZtS(An—\m-f‘l) —_——ee s
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And, as a corollary of this theorem, we have

Corollary. Let A be a matrix of order n, then

per(A)= S(A)- ZS(A )+ZS(A Ymeeenn |
(= 1)n—1ZS(A ). (5)
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Let,G(V,L) be abipartete graph,where
V= {ul,.uz, ..... s> Upnd Vg Vyseennnn

={Um;an say.
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And,let B be 1ts bipartete matrix
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where

{1 (u. v, are adjacent)
1] o "(uiivj are not adjacent)

For example

B(K. )= T m C(10)

(11)

YL (cr. fig 2) (12)
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We will call Km -B as

n"Bs semi-complete
bl

mxn bipartete
graph, and this coresponds to the n-th complete graph Kn‘
In general, we obtain an adjacent (square) matrix A(G) to
a given graph G. And by regarding A(G) as a nx n bipartite
matrixgwe can construct a bipartite graph BG from the

linear graph G. We will call this process the Bipartele

Transformation. That is
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For the permutation £1,2, 3, n§“9-{1i,123 ..... %%é

/ / Vi
V= {1,2,. ..., o 1ol ... '

and, where Vv 1is adjacer‘n‘t«to i., , and Vv is not adjacent



to i%_(m’ktx). This graph is a 1-factor graph, and we

call this graph as the Permutation graph.

And the bipartete ratrixP for permutation graph is called
permutation matrix , which satisfy the condition

ppt = T (13)

The value of permanent of permutation graph is equals
to 1, and the converse is also valid; that is
per(P)=1 <== P is permutation matrix
And let A be a square matrix, and Pl,P2 be permutation
matrixes, then we can easily prove the relation
per(PlAP2)= per(4) (14)
A linear graph 1s mapéd into a bipartete graph by the
bipartete transformation, but its converse is not true
(see fig.h).
£ separarated linear graph is maped into a separate
cipictete graph (see fig.,5), and abipartete (contains
the tree graph) is maped into a separated bipartete graph

by suitably labelling. (here linear graph means simple gf.)
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N%w the permanent of matrix A is the number of different

1-factor of G(A)([41).that s



the number of different

per(A)= _ = l-factors of RB(A)
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This 1s one of the graphical meaning of permanent with

respect to the bipartete graph B(A) from A. And we can

extend this fact a little more;

Theorem 2 1oy B, (m n) be a bipartete graph, where

5

V={Um,Vn£={u1,u2,...,um 5V1’V2”"’an

and B<Bm,n) be its bipatete Tatrix, then the value of
per(B(Bm’n)) is equals to number of all 1-factor graph
which pass the points of Um. And their join of the all
1-factor graphs constitute the first bipartéte graph.

The proof is immediate from definition of permanent of
binary bipartete matrix.

It is clear that the concept of permanent of bipartete
matrix relates to the enumeration in the Matching theory.

Erom the fact, 1let Dn’ Un be the number of Derangement

and Ménage respectively, then we have
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fig.7

G ; ; v 7 - N> n+P
enerally,for the substitution 1= v+l 6 2->v+Z oy

the value of permanent of the corespondence bipartete

matrix will be called wv-th Derangement number, and is

denoted by 5;”, and spei?ally Dzjzan, ﬁizsUn; that is
C ¢ o 4+ 1 1
4 0 - - c 1 ----4A
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But the evaluation of Dn is the other things.
Next, we will tell the meaning of the permanent;

A linear subgraph of directed graph D is a spanning sub-
graph(pass all the points of D) in which every point has
both indegree and outdegree 1. Then per(A) is the number
of different linear subgraphs of D(A). This is clearly

a rephrasing of the definition of D(A) where A is a
adjacent matrix of directed graph D. And, if A 1s reg-
arded as an incdence matrix with rows as sets and columns
as elements, then it is known that per(4A) is the number
of S.D.Rfs (systems of distinct representatives).That
is;

Theorem 3 If A is the incidence matrix for an S.D.R.

probrem, then the value of per(A) equals to the number
7
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b
of S.D.R.s for that probren.
Moreover , as for the magnitude of permanent, we can prove
next formula;

Theorem 4(Marcus-May) If A is an n-square matrix with
eigenvalues Xy X, - - 5 Xy then
= 4 w e ‘
[per[= 5 5 | | (cr. [51)(a7)
A=l
Now we will consider the permanent by using the linear
forms with bases (the operation are usual summation +,
+
multiplication A )
St + Y
e, e, - @y (&N e, = g e,
where they have the subsidery conditions;

+ e
eNg =0 ( Or simply denote €, €. =@E ) (18)
that is, we will conglider the sets of linear forms
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in n-dimensional linear vector space, which next basis;.
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Then we will define the permanent of A as follows;
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when m=n , and
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From this definition, we can easily deduce next formu-

las

5
t _ (at.
I. per(A)=Per(A”  when m=n A”:transposed matrix of A)

(23)
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V. Similar formula of the cofactor expansion by row

in determinant theory, that is
+ + '+ ey +
R Ty n Qs v Qoy ™07 Rg |
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=2 %y ) . (27
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It is considerable convinient to compute the value of
b 3

permanent of binary ( matrix with 0 s and 1 s as entry,

b
especially when it has many 0 s) matrix by the formula

(27).
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