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SUMMARY ‘

In this paper we show that QL (nlogn) operations are
necessary to triangulate a polygonal regipn. with n vertices
which contains windows or holes. .Also, we present a polynomial
time algorithm for partitioning a polygonal region which may
have a fixed number of windows into a minimum number of

triangles.

1. Introduction

| Concerning a problem of triangulating a polygonal region
which may have windows or polygon holes, a number of papers have
been prééented. Main interests were (1) to devise an efficient
algorithm for triangulating a polygonal region [1-4], (2) to
analyze the complexity of the minimum number decomposition

problem and the minimum edge length decomposition problem [5-7],
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and (3) to develop a polynomial time exact algorithm using a
dynamic programming approach [8,9]. In this paper we show that
f(nlogn) operations are necessary to triangulate a polygonal
region with n verticés. Thus, the triangulation algorithm
proposed by Garey, Johnson, Preparata, and Tarjan[l] which can
be applied to not only simple polygons but also polygonal.
regions with windows 1is optimal within a constant factor.
However, the lower bound for the polygon triangulation problem
remained open. Also we present a polynomial time algorithm for
partitioning a polygonal region which may have a fixed number of

windows into a minimum number of triangles.

2. Lower Bound for Triangulation Problem

In this section we show that (L(nlogn) operations are
necessary to triangulate a polygonal region which may have
windows. It is shown below that the sorting problem on n
positive integers can be transformed in linear time into the
problem of trangulating a polygonal region with 3nt+4 vertices
and n windows. It is well known that the lower bound for the
sorting problem is.fl(nlogn).

Consider the set of n positive integers x

X X

s s eas s .
Let m be a minimum and M be a maximum among tﬁem.z'ﬂere we cZn
assume that any two of them are distinct. We construct a
polygonal region P as follows. The external boundary of P is a
triangle specified by three vertices (0, 0), (4M-2m-1, 2M-1),
and (4M-2m-1, -2M+1). ©P contains n triangular windows, each
consisting of three vertices (2xi, Xi)’ (2xi, -xi), and (2xi+1,
0), 1 £ 1i & n. An example of such a polygonal region is
illustrated in Fig. 1. This polygonal region possesses several
triangulations. However, as is easily seen, the list of edges
incident to the vertices (2xi+l, 0)'s can be used to sort the

numbers x X in O(n) time, for there are only two

10 Xps cee s
vertices visible from each vertex (2xi+1, 0) as shown in Fig. 2.
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Here it should be noted that in the above proof we allow
0(n) windows for the polygonal region. The lower bound is not
known for the problem of triangulating a polygonal region which

contains a fixed number of windows.

3. Minimum Number Triangulation of Polygonal Regions

The problem of partitioning a polygonal region whiéh may
contain windows into a minimum number of triangles is known to
be NP-complete. However, for a polygonal region with a fixed
number of windows, we can construct a polynomial time exact
algorithm using a dynamic programming approach. As for the
minimum edge length triangulation problem, G.T.Klincsek
presented 0(n3) time exact algorithm for polygons without any
window using a dynamic programming approach. His method is
based on the definition that a triangulation of a polygon is a
maximal subset of chords in which no two of them cross each
other. A similar but more precise algorithm is described in the
book written by Aho, Hopcroft, and Ullman. However, it is
easily seen that such a maximal subset of chords decompose a
polygon with n vertices into n-2 triangles. Thus, we must
develop. a different algorithm for the minimum number
triangulation problem. Fortuhately, we have only to modify
their method so that we allow triangles with the area being
zero.

First, we present an O(n3) time algorithm for polygons,
polygonal regions with no windows, where n is the number of

3+2k

vertices. Next, we show that there exists an 0O(n ) time

exact algorithm for polygonal regions with k windows and n

vertices.

Consider a polygon P with n vertices Vos Vs cee 5 Vo 15 in

clockwise order. Let Pi denote a subpolygon of P which is
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formed by P's edges (Vi’ Vi+1)’ (Vi+l, Vi+2)’ e (Vi+t—2’
vi+t—1) and the segment (vi, vi+t—1)’ where we take all
subscripts to be computed modulo n. - A subpolygon Pi ¢ is called

. s

a valid subpolygon when the segment (Vi, Vi+t—l) is an edge or
chord of P, where a chord is defined to be a segment between two
vertices of P which lies entirely within P. Notice that a chord
may be on the boundary of P. By Pi,t we denote the size of the

minimum number triangulation of Pi ‘ if Pi ¢ is a wvalid
b b

subpolygon. Otherwise, P; . is defined to be positive infinite.
s :

The problem here is to compute pO 0 In general, we can

b .
ompute p,
compute Py ¢

in any triangulation of Pi c there exists a triangle that
’

for a valid subpolygon Pi ‘ based on the fact that
. 3

contains the side,(vi, v ). Here we allow a dummy triangle

i+t-1

the area of which is zero. For example, in the polygon PO 5
b

shown in Fig. 3, the triangle (VO, Vs v4) is a dummy triangle.

Anyway, we have only to consider decompositions c»f;P:.L ¢ by (Vi,
b

K’ Vi+t—1) which may be edges or chords of Pi ey where
) b
i+l1 € k € i+t-2. When k = i+l or k = i+t-2, Pi ¢ is decomposed

3
into two parts, that is, in the former case into a triangle (vi,

vk) and (v

) and a subpolygon P, and in the latter case

Viel? Vite-1 i+1,t-1°

i triangl .

into a subpolygon Pi,t—l and a iangle (Vi, Vitp-9? Vi+t—l)

When i+2 £ k £ i+t-3, Pi ¢ is decomposed into three parts
3

P , and a triangle (vi, v 1), as shown in

i,k-i+1° Tk, t-k+i k* Vitt-

Fig. 4. 1In particular, if a triangle (vi, Yi+1, Vi+t—1) is a

dummy triabgle, then we have

Pi,t = Pi+l,t-1°

i i 1 . . i
For the same reason, if a triangle (vl, Vite_2? Vi+t—l).1s a
dummy triangle, we have

Pi e~ Pi,e-17
Furthermore, a triangle (Vi, Vi vi+t—1)’ i+2 £ k £ i+t-3, may

happen to be a dummy triangle. Therefore, we introduce another

symbol di,j,k defined by
di,j,k =0 if (Vi’ Vj’ Vk) is a dummy
triangle,



=1 otherwise.
Using the symbol, we can compute P; ¢ by the following formula:
bl

=mwinl Pyg o1 Yy ian, 010

Pie-1 T 44 442, i+t—1’

Pt

TN 40 £ k< i+t-3 (pl keitl T Pk, t-kti T

di,k,i+t—l)]°
An efficient way to solve the triangulation problem follows

from the above discussion. We make a table giving p. the

>
size of the minimum number triangulation of P',t for aiiti and
t, 0£ i€ n-1 and 3 £ t< n. Since the solution to any given
problem depends only on the solution to problems of smaller
size, we can fill in the table in ascending order of t, that is,
t = 3, 4, ... , n. In order to find a set of chords to
triangulate P optimally, we have only to store an optimal chord
to achieve the minimum number decomposition of each subpolygon
Pi,t' Each Py t can be computed in O(n) time and the table size
is 0(n"). Thus, the complexity of the above described algorithm
based on dynamic programming is O(n ).

Consider an example shown in Fig. 5 to explain the
algorithm. 1Table 1 shows the costs Pi,t's' Thus, we find that
the' polygon 1is decomposed into five triangles. Such a
decomposition is derived as shown in Fig. 6.

Next, we propose an O(n3+2k

) time algorithm for
partitioning a polygonal region with k windows into a minimum
number of triangles. We already presented such an algorithm for
the case of k = 0. We assume that there exists an O(n3+21) time
exact algorithm for‘polygonal regions with i windows where i<
k. Now, consider a polygonal region P with k windows. Our
algorithm is based on the fact that in any triangulation there
exists at least one triangle (vi, vj, vk) such that (vi, vj) is
an edge of a specified window of P and v

k
the window. When we decompose P by such a triangle we obtain a

is not any vertex of

polygonal region P' with exactly k-1 windows. By the hypothesis

we can find the minimum number triangulation of P' in



3+2(k_1)) time. The number of such triangles is less than n2

0(n
even in the worst case, and we can obtain the representation of
P' in O(n) time. We can enumerate such triangles in O(n3) fime
as follows: TFor each edge (Vi’ Vj) of the specified window of
P, find a set of vertices which are not on the window and

visible from both vy and vj. Then, if v, is such a vertex, (vi,

k
Vj’ Vk) is a triangle required if both of (vi, Vk) and (Vj’ Vk)
are chords.

Thus, we can find a minimum number triangulation of P by
performing the process in O(n3) time and then solving at most n2

3+2(k—l))

subproblems each in O(n time. This leads to the

algorithm required.
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i Fig. 1 A polygonal
aM—2m-1 region P with 3n+3

vertices and n windows.

Fig. 2 Two visible

vertices from each
middle vertex of a

window.
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Fig. 4 Decomposition of a subpolygon Pi t into
three parts: Two subpolygons Pi,k-1+1 and Pk,t-k+i

and a triangle (vi, Vi» Vige q)-

~Fig. 5 A polygon to illustrate the algorithm.
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(e) (f)
Fig. 6 Illustrative example. (a) original polygon, (b) decomposition
of P0,9 into P1,8 and Tri(0,1,8), (c) decomposition of P1,8 into P2,7
and Tri(1,2,8), (d) decomposition of P2 7 into P, 6 and a dummy
triangle (2,7,8), (e) decomposition of P2 g into P3 5 and Tri(2,3,7),
and (f) decomposition of P3,5 into P3,3, P5,3, and a dummy triangle
(3,5,7).



