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Completeness of A[B]
BL 21 \% ﬁ-, _ﬁ;_ ( Makoto Takahashi )

0. Introduction.
In [4], Dwinger considered the completeness of Boolean
powers of complete Boolean algebras. Dwinger obtained a

necessary and sufficient condition in algebraic form:

Theorem (Dwinger([4]). Let A and B be complete Boolean algebras.

A[B] is complete if and only if \V/(/\\%f(y) /\\ \\/F(u)>

XeA y X x z uiz

for each f: A——ﬁB
‘ In this paper, we consider some relationship which exists
between the completeness of A[B] and the distributivity of B.
In the notation of Boolean valued models of set theory,
the Boolean power A[B] is isomorphic to
R —teev® | T 1®-1)
where A is an element of V'B) such that A={%|aea}x{1}. We can

(B)

. v
have a better perspective, if we deal with A in V instead

of A[B]. By virtue of 5.5 of Solovay and Tennenbaum[15],

A[B] is complete if and only if EZ\ is complete ]\(B)=1. Since
\
1A is complete'l(B)
=E_VXC zvx:-lxs‘llx[\‘fysx[y < x]r\VzeA[VueX[u < 'z]“ x<zl] ](B)

/\ (X\E/A(/\mﬂy) AN \/f(u)))

f:A—>B yix xiz u&z
we can obtain a proof of Dwinger's theorem which uses Boolean

valued models of set theory. This suggests why we are going

(B) (B)

. With respect to basicfacts on V we refer

(B)

to work in V

the reader to [8,9,15]. We assume that V is separated,
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i.e.,{[x=y]ﬁB)=l is equivalent to x=y for every x,er(B).
We write [ 8]=1 instead of [QH(B)=1 , 1f there’'is no confusion.

Our main results are as follows:

Theorem. Let A and B be complete Boolean algebras, x be a
infinite cardinal and {a(a)€A+|0L < klePart(A). Suppose that
KZ <8§ and § is a cardinal:{](B)=1 . The following conditions
are equivalent.

(1) TR is d—complete:ﬂ(B)

:l .
.. Y. (B)
@) [(ala(a)) is s-complete]l'”’'=1 for every a <k and

B satisfies the (k,0)-DL where o(a)=|ATa(a)| for every oa<k.

Corollary 4. Let A be a.c.c.c. complete Boolean algebra and
B be a complete Boolean algebra.
(1) KZX is countably complete]](B)=l if and only if

B satisfies the (w,|A|)-DL. |

) In particular, E;i is complete](B)=l implies that

o

(
B satisfies the (w,|A|)-DL.
(3) If EZX is c.c.c.](B)=l , then [A is complete]}(B)=l. if

and only if B satisfies the (w,|A|)-DL.

( For precise definitions see §1.)
Let F be a free Boolean algebra with k generators and
h
A be its completion. A satisfiesig.c.c.. Since ' F is a free
: oo v (B) _
Boolean algebra' is absolute, [F is free}} =1 for every

complete Boolean algebra B. [[%"c}icb:]kl where ¥ is the
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. ¥ s (B)
completion of F in V . Hence

ihe 2he
Ia satisfiegrﬁ.c.c.] > [F satisfieglé.c.c.3=l .
There is an (w,»)-distributive complete Boolean algebra which

is not (w,,2)-distributive (see[13]). Hence Corollaryi4.(3)

17
shows the negative answer to the question in [4] whether
|a]=x and completeness of A[B] imply that B satisfies the
(k,xk)-DL.

The converse of Corollary 4.(2) is not a theorem of
Zermelo-Fraenkel set theory(ZFC). It is proved from the
negation of Suslin's Hypothesis that there is a c.c.c.
(w,»)-distributive atomless complete Boolean algebra (see [6]).
Such a complete Boolean algebra C satisfies
‘[E is completeﬂ(c)=0 . It remains open,however, whether the
converse of Corollary 4.(2) is consistent with ZFC.

Corollary 4.(3) shows that it is closely related to the

nonexistence of c.c.c. Boolean algebra which is not a.c.c.c.l)
(see 1). Since U:E is c.c.c.m(c)=0 , it also remains open

whether it is a theorem of ZFC that

'E_va is complete"ﬂ(B)zyl if and only if EZK is c.c.c.'ﬂ(B)=l
and B satisfies the (w,|A|)-DL for every c.c.c. complete

Boolean algebra A and complete Boolean algebra B'.

In §1 we give basic notations and definitions. In §2 we
prove the theorem and its corollaries. In 83 we investigate

sufficient conditions for [ A is c.c.c.n(B)=]. where B 1is

(w,|A|)-distributive.

1) Professor Jech asked me whether we can construct such a

Boolean algebra in ZFC. I cannot construct one yet.
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§1. Preliminaries.
We denote the first infinite cardinal by w and the first

uncountable cardinal by w We use letters a,B for ordinals

1
and §,x,A for infinite cardinals. And we use letters A,B,C

for infinite Boolean algebras. We denote the finite Boolean

operations by + N the least element by 0B and the

BI .Bl B’

greatest element by lB' s

We shall omit the subscripts if ther is no confusion. For

is the canonical ordering of B.

every beB+=B—{O}, Blb is the Boolean algebra {alas<b}. An
element b of BY is an atom of B if there is no element a such
that 0<a<b. B is atomless if it has no atom. B is atomic if
for every b B+ there is an atom a such that a<b. The
cardinality of a set S is denoted by |S|. B is k-complete

if the supremum \/S exists for every subset S of B such that
|s|<k. B is countably complete if it is ml—complete. B is
complete if it is A-complete for every A. A partition of B
is a maximal pairwise disjoint family. The set of all
partitions of B is denoted by Part(B). B satisfies the
«—-chain condition or is k-c.c. if there is no partition P
of B such that |P|=x. Sat(B) is the least cardinal « such
that B is k-c.c.. The w;-chain condition is called the
countable chain condition (c.c.c.). A is absolutely c.c.c.
(a.c.c.c.) if I[X is c.c.c.]ﬂB)=l for every complete B. Let
0 be a function from k to A. Complete B satisfies the

(k,0)-distributive law ((k,0)-DL) or is (k,o0)-distributive if

b = ; / b
égk BEé(a)a’B fea<K0(a) é?L a,f(a)

for every {{ba B|B<0(a)}|a<K} Part (B).
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If 0 is a constant function such that o(a)=8§ for every a<k,
then the (k,0)-DL is the usual (x,8)-distributive law.
B satisfies the (<§,A)-DL if it satisfies the (x,))-DL for
every k<8. B satisfies the (k,»)-DL if it satisfies the
(<,A)-DL for every \. We note that B satisfies the (x,c)-DL
if and only if U-(oIL o(on))v =a<.z\c?(0¢_):nb(B)=l. Let x<Sat(A) and
A<|A]. A is (x,A)-decomposable if there is a PePart(A) such
that |P|>k and |ATa|>\ for every nonzero aeP. A is
(<8,))-decomposable if it is (x,))-decomposable for every «<S§.
A is well decomposable if it is (<Sat(A),|A|)-decomposable.
Every complete A is (w,|A])-decomposable. In particular,
every c.é.c. complete A is well decomposable. If |A|=]|Afa]
for every aeA+, then A is well decomposable. So every
complete A is isomorphic to a product of well decomposable
cbmplete Boolean algebras ( see[l2]). Let B be complete. The
Boolean power of A by B is the Boolean algebra A[B] such
that

A[B]={£eB®|£(A)ePart ()},

f+g(a)=_\/{f(b} «g(c) |b+c=al,

feg(a)=\/{f(b)-g(c)|b-c=al,

vf(a)=f(va) for every f,geA[B] and aea,
(0)=1 and

OarB]

lA[B](l)=l‘



§2. Proof of the theorem and its corollaries.
In this section, we assume both A and B are complete.

We state lemmas that we will use.

Lemma 1 ([18.11,61). Let @(xl,...,xn) be a bounded
set-theoretical formula( i.e., it uses only bounded
quantifiers).

v
@(al,...,an) if and only if I[@(al,...,a\tj)jﬂ =1.

Lemma 2 ([20.5,14]1).

A is complete if and only if A is Sat(A)-complete.

v ¥ )

Lemma 3. Let [ p:xk—A =1 and aeA. Suppose that I[ c 1is the

v - . _ _ 4 ‘
supremum of p(¥) ] =1 (1.e.,[[c—a\</'<p(oa)]—l ). If [c=all> o.

v v
then a=a\</KVX(0c) where X(a)={b| [ c=a%Ip(a)=bll> 0 for every
a<K. ‘
Proof. 0<][c=§]]-Kp(&)=\13]} ;[\}5 < \éB for every beX(a). Hence,
by Lemma 1, b < a for every beX(o). So we have a > 0‘\</KVX(OL) .
N v

On the other hand, [c=2] <[p @ ex(0)] <Ip(a) <(Vx@)) 1

for every o<k. Note that [[(\/X‘v=\/§ﬂ=l for every X< A, since

''x =\/X ' is a bounded formula. Therefore
v
v v
fa ;(&{K\/X(u))ﬂ; '[c=a'ﬂ‘> 0. So a 2 M VX(a).

Theorem. Let {a(a)eA+|a<K}ePart(A). Suppose that [[\1205 and
§ is a cardinalll=1. The following conditions are equivalent.
— Vv
(i) T A is 8-complete (B)_y
iy v o, (B)
) [@ra(a))’ is é-complete J'°’=1 for every o<k and
B satisfies the (k,0)-DL where o(a)=|Afla(a)]| for every

a<K.
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Proof. (ii)=(i): Since {a(a)|a<k}ePart(n), A o ;;‘_KA[a(oc) .

By the (K,G)—DL,%EKAFa(OL)\;;O}IzRfé(OL)] =1. Since [&[a(a) is
§—complete ]| =1 for every a<k, HVOKE [(Ara(oc))‘/is 6-complete]1}=l.
Hence | A is cS—complete}}:E JEVK;\[’Q(OL) is »6—complete-_n=l.

(1) (ii): It is clear that [(afTa(a))§-complete =1 for

every o<k. We show that B satisfies (x,o0)-DL. It is enough
to show that [E\'&Z&fé(oc)g‘(ﬂKAfa(a)Y] =1. Suppose that
[[psﬁéil‘é/(a).ﬂ =1. Then [ p:¥—>X 1=1 and KVa<¥[p(a);av(a)}B=l.
Since {IX is S-complete and k<6 =1, [[\/p(é) exists Il =1. Let
aeA,a<x and c=\/p(K). We first show that

(*y Tec=2a] ;Kp(&) = b ] for some beAla(a).

Suppose not. Then ﬁ_‘c = é]}> 0. So, by Lemma 3, we have
a = OL\</K\/X(oz). Since |X(a)| > 2, b < \/X(a) for some beX(a).
Hence [ c = §1-[p(&) =57 ;[g <(VX(aﬂv:n for some beX (o).
Therefore [c = 41<[pdh <(Vx() I=[p& < VVXh] .
4(N]and T8, 8" [8#8"—> 4(8) -4 (B)=01 =1,
Cc=47=<[ ¢ < OL\</K\/VX(OL):D . Hence

0 <Jc=2a7<04 < OL\</|Z\/X(0L)]={[5. <(O></K\/x(a))v] . But this

contradicts that a = a\</K\/X(oc). So (*) is established. Fix

Since Ep(&)

Ia

ba(oc)reAfa(a) which satisfies (*). Then baea—\IKAfa(a) and
, v
lc = gﬂéﬁp = b_ 1. Hence
v v
Lceal= YA = al
4

1 Iec
< afa e = 1,1

o))

=31

A

[p
q EQUKATa(a) )
D: p E(JEKAFa(o()):ﬂ.
Therefore I[Jjézvxfé/(a) E(JIKAFa (oc)Y:ﬂ=l.

A



Corollary 1. Let {a(a)sA+|a<K}ePart(A). The following
conditions are. equivalent.
v
(i) TAa is complete]l(-}%)=l.
4 .
(i) [@ra(e) is complete:B(B)=l for every a<k and
B satisfies the (k,0)-DL where o(a)=|Ala(a)| for every a<k.
. ' v\~ v

Proof: Since k<Sat(a), [ x<sat(a)<sat(a)] =1. By Lemma 2,

v o v v ’
‘IA is comp;leteﬂ=[[A‘ is Sat(A)-complete ) and

ﬂ@\ra(oc)\v is complete ] =HLAFa(a))v is Sat (.{\)-complete 1.

Corollary 2. I P\(/K) is'complete}l(B)=l if and only if

B satisfies the (k,2)-DL, where P(x) is the Boolean algebra

of all subsets of «.

Proof: Let {a(a)|a<k} be the set of all atoms of P (k).
|P(a)[ala) |=2, so that K(P(a)('a(oc))v is complete]=l for

every o<k. Therefore EP\(/K) is complete]=l if and only if

B satisfies the (x,2)-DL.

Corollary 2 gives the negative answer to the Dwincer's
question in case of atomic Boolean algebras. By virtue of
Corollary 1, it is enough to deal with well decomposable

complete Boolean algebras.

Corollary 3. Let A be well decomposable. Suppose that
\ v 4
I saf(a)=sat(a) | (B)_1. Then 1 2 is complete :[\(B)=l if and

only if B satisfies the (<Sat(A),|A])-DL.
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Proof: (=) For every k<Sat(A), there is a family
{a(a)eAT|a<k}ePart (A) such that |Ala(a)|=|A| for every a<x.
Hence, by Corollary 1, B satisfies the (K,[A])rDL for every
k<Sat (A).
V .
(&) Since A is complete, {[Vf € AK[\/f(E) exists]:n=l for
every k<Sat(A). B satisfies the (<Sat(A),|A|)-DL, so that
TVe ¢ A% VveE) exists] ]| =1 for every «k<Sat(A). Hence
v ) v .
[ A is complete §] > T A is sat (A) -complete ]|
v o ~
= L A is sat(A)-completel]
~ .
=1V c<sat (a)VE e iK[Vf(K) exists]])

=I<<S/E>:(A) EV £ e AS [V E(X) existsl]]

=1.

Corollary 4. Suppose that A is c.c.c..
(1) ]I;& is countably complete]](B)=l if and only if
B satisfies the (w,|A]|)-DL.
(2} In particular, ]IX is complete ]](B)=l implies that
B satisfies the (w,|A])-DL.
(3) I£ | A is c.c.c. ) (B)=l, then EX is complete]l(B)=l
if and only if B satisfies the (w,|A])-DL.
Proof: (1):(=) Since every c.c.c. complete Boolean algebra
is well decomposable, if [ K is ml-complete]](B)=l, then
B satisfies the (w,|A])-DL by the theorem.
(&) 1If B satisfies the (w,|A])-DL, then “—.u‘:l=wl] (B)=l.
Hence [K is ml—complete]}(B)=i[lvk is (Kl—complete ])(B)=l.

(2) and (3) are immediate from (1).
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Corollary 4. (3) shows the negative answer to the Dwinger's

question in case of atomless Boolean algebra.

v . (B)
Next we show that the property [[A is complete jﬂ =1
\ . . . . Y . (B) -
is hereditary with respect to A (i.e., if EA is completel =T
v
and C is a complete subalgebra of A, then Ic is complete](B)=I;});

More generally, we have the following

Proposition 1. Let C be complete. Suppose that there is a
function i from C to A such that
(**) Vi(W)=Vi(W') implies VW= VW' for every W,W'c C.
If ‘IZK is complete}](B)=l, then W_E is complete l(B)zl.
Proof: First we note that i is one to one. It is enough to
show that [[Vp ¢ ‘éE[Vp(E) exists]ﬂ =1 for every x. Suppose
that [ p:x—CTJ =1. Since l[z\/ is complete 1=1, [[ \/:{(p(k'))
exists =1. put c=\/j‘t(p(§)). Suppose that [c = 5}]; da > 0.
Put X(d,n)={beA]| d-\[i‘,(p(&));}gl > 0} and

Y(d,a)={bec| d+ p(&) =bH7] > o}.
By virtue of Lemma 3, it is easy to show that

a =OL\</K \/X(d,a).
Since i is one to one, i(¥(d,a))=X(d,a). Hence we have
OL\</K\/Y(§{c=5:D,a)=aV \/Y(d,oc) . Put a*=u\</l<\/Y(§[c=a]l,oc) .

<K
There is an element feV(B)

which satisfies [[c=a]} £ [ f=a*]
for every aeA. We show that Ef= \/p(né)]\=l. Since

De=a3Tp(@=5] <[5 < (V¥ (le=al,a) J,
Te=3p<lp@ < (VY(le=al, o) ].

- 10 -
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Hence [c=a] < [Vaﬂg[p(a) ;g./*]-ﬂ.
CLe=f 1 <Ie=a*1-TVa<dip(a) < a*10
<TVa<klp(a) < £17 .

£1 D =1. Suppose that WVa<K[p(a) é‘g]lzl_

A

Therefore Evdﬂg[p(a)
We show that L £ < g]l=1. Suppose not. Put e'=[L£ X gl > o.
Then e' < [| £+g < f 1 and {[_V,oa<x<[p(oc) < f-gl B =1. There is an
aeA such that e'-[[c=§]]> 0. Put e=e' -[[c=5.]l ,

U={beC| e*[f-q=b1 > 0} and V={beC] e-L£=b1> 0}.

. Vi(e,a) < VU < \/V < \Vib|lc=a3-T£=bT > 0}.

0 < Tc=23-T£=b] ;EE=§*B implies b=a¥*.

Hence a\<(< \/Y(e,a) < a*. But this contradicts that

a*=a\</'<\/Y(d,‘oc) for every nonzero d <[ c=d1 .

Therefore | £ =\/p(¥)]=1, so that [é is complete ]| =1.

Example 1. Let C be a complete subalgebra of A. It is well
known that , in general, /W is not coincide with \/i(W)
where WCC and i is the canonical embedding. But it is clear
that i satisfies (**). So KX is complete ) =1 implies that
L ¢ is complete § =1.

Example 2. Let h be a complete homomorphism from A onto C
and i be a function from C to A such that h(i(c))=c for
every c€C. h(\/i(W))=Vh(i(W))=VW, so that

“:X is complete]l =1 implies that H_E is complete]}=l.
Example 3. Let X be a topological space and Reg(X) be the
Boolean algebra of all regular open sets of X. Let i be the
canonical injection from Reg(X) to P(X). Since
\/W=ci(int(UW) )=cl(int(\/i(W))), i satisfies (**). Hence,

. D e bt . (B) _
if B satisfies the (|X|,2)—DL, then {[ Reg (X) is complete]] =1.

- 11 -
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Banaschewski and Nelson([p.33,l]) remarked that there are
topological spaces X and Y such that Rég(Y)[Reg(X)]QQReg(XXY)
and Reg(X) is (]Y|,»)~-distributive. It can be shown,however,
that 1L ReSQY) is completeZE(Reg(X))=l implies that
Reg(Y)[Reg(X)];;Reg(XXY) (see [5.17,15]). It seems to me

that their example is not a counterexample.

- 12 -
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(B)_,

§3. Sufficient conditions for ﬂ:i is c.c.c. ]
In this section, we investigate sufficient conditions
for ][ivis c.c.c.jﬂ(B)zl where A is c.c.c. and B is
complete and (w,|A|)-distributive. We first define a
condition which is stronger than the c.c.c..
A satisfies the (w,w)~chain condition if At can be
written in the form A+ = Una where, for every n<w, no

n<w n

countable elements of A, are pairwise disjoint.

Proposition 2. If A satisfies the (w,w)-chain condition,
then [[ A is c.c.c.jﬂ(B)=l for every (w,]|A]|)-distributive
complete B.

Proof: Suppose that A satisfies the (w,w)-chain condition.
Then A' is written in the form

at = UV

n<w “n
where, for every n<w; no countable elements of An are
pairwise disjoint.
' Vn<wVEe An“Si,j<w[i¢j and £(i)-£(j) > 0]' is a bounded
formula, so that EVn<wVf€A;& i,j<wli#j and £(1) < £(j) > 6]jﬂ=l.

v v
\v4 v
Since B satisfies (w,IAI)—DL,E'A w=(An)m=(An)wIl=l.

n
v v
Therfore EVn<mee(An)w3i,j<w[i#j and f£(i)+£(j) > 0 Q=1.
v L , , L
Hence [l A satisfies the (w,w)-chain condition l1=1. Every
Boolean algebra which satisfies the kw,m)—cnain condition

v
is c.c.c.. So [ A is c.c.c.]](B)=l for every

(w, |A])-distributive complete B.

- 13 -



There are many Boolean algebra which satisfies the
(w,w)-chain condition. For example, a Boolean algebra having
a strictly positive measure satisfies the (w,w)-chain
condition. For more details, see [3]. Galvin and Hajnal ([5])
showed that there is a Boolean algebra A which has calibre Wy
but does not satisfies the (w,w)-chain condition. It can be
shown that their example is a.c;c.c.. Thus, there is a
Boolean algebra A which is a.c.c.c. but does not satisfies
the (w,w)-chain condition. Therefore the converse of
Proposition 2 is false.

Next we define a condition which is stronger than the
(w,~)-DL.

B satisfies le if for every b€B+ and every
{P(a)]a<wl}g Part (Bl b), there is an hegz&lP(a) such that
/\h(B) # 0 for every a<wy .

(B)_,

v

Proposition 3. If B satisfies Dw , then [ A is c.c.c.ﬂ
1

for every c.c.c. A.

Vo, : X (B)
Proof: Suppose that La is c.c.c.] < 1. There is an feV

such that [ f:w ———b(A)+ and Va,8<wl[a#8-—9f(a);f(B)=6]]X> 0.

1
v v
Note that [L(R)=a*] =1.

put b= Lf:0,—>(R)" and Vo, B<w, lafg—> £(a) -£(8)=01 ] > 0.

Let P(a)={[[f(§)=5tﬂ-b|asA+} for every a<w;.

since b < [VYa<w Fac®) T (£(a)=al]
V+Teh=41

<
=a<wl aclA
V4 v

and ab implies that T£(d)=37- ﬁf(‘o’c)=i§] <[ a=

o<
=
Il
o

P(a) ePart (Bfb) for every a<w, .

- 14 -
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Hence there is an h ¢ ;D;lP(a) such that éshh(B)%O for every

a<w,. Suppose that h(a)=b'ﬁf(&)=573)1 where a(a)eA’. Then
b- ﬁ’_f(&)=a\(/oc)]\ . Ef(§)=a\(/B)I\

(£ -£E=0N: L@ =ale) D -T£H=alr)l

;:Ea?&)'£7h)=6].

Hence af(a)+a(B)=0. Thus {a(a)eA+|a<ml} is a pairwise disjoint

0 < h(a)-h(B)

il

A

family of A. But this contradicts that A is c.c.c..

In [7], Jech considered the following infinite game GB
played on a Boolean algebra between two players I and II.
I and IT alternatively play bo,bl,bz,b3,---- from BT such

that bciblibzib >+eee . II wins if and only if b_#0.

3 n<w n

A positional winning strategy for IT is a function ¢ from B to
B such that he wins every play according to o (i.e., if

b2n+l=0(b2n) for every n<w, then wbn#O ) . Jech showed that

n<

if ITI has a positional winning strategy, then B satisfies le.
Finally, we consider the following chain condition which
is first defined by Mansfield([10]). It is closedly related
to [ X is c;c.c.:B(B)=l. \
A satisfies the <w,-c.c. with respect to B ((<wl,B)—c.c.)
if for every function Q from A to B such that
() Q(a)-Q(a') > 0 implies a=a' or a+a'=0 for every a,a'eA,

there is a family {bilieI} such that \/TbilisI}=l and

|{ala(a) *b; > 0}|<w; for every ieI.

- 15 -
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satisfies the (w,2)-DL, then [A is c.c.c. =1. Moreover,

Proposition 4. If A satisfies the (<wl,B)—c.c. and B

it follows “'_X is complete](B)=l, so that B satisfies

(w, |A])-DL.

Proof: Suppose that EX is c.c.c.—_“(B) < 1. Let £,b and P (a)

be as in the proof of Proposition 3. We define Q:A—»B by

Q(a)=b -+ Ot\<{)lﬂ'_f(&)=avt] . It is easy to show that Q satisfies (1).

Hence there is a family {bi]iel} such that V{bi]i€I}=l and

|{ao(a) b, > 0}|<w; for every ieI. Since \/{bilial}=l,

b'bi > 0 for some ieI. Let i be such a element and

an={ceA+[Q(c) b, > 0}. Put

q(a)={L£@)={ V-b-b, |a<u, } {m(a%l Te =3 1)-bb, }.

Note that the (w,2)-DL implies the (w,wl)-DL. Since |X| < w,

there is a common refinement {djljeJ} of {q(a) |aeX} by the

(w,wl)—DL. Pick dj > 0. Then, for every oc<ml, there is an

a(a)eA’ such that dj < ﬁ_f(&)=a\(/a)11 .

fa(a) ]Q(a(oc))-bi > 0}C X. Hence ]{a(q) [Q(a(c',))-b:,L > 0}! < W -

So, there are OL,B<U)1 such that a#8 and a(o)=a(B). Therefore
a#B and[f(&)=f(§)ﬂ > dj > 0. This contradicts

a; £b < [Vo, 8w lofB—E(w) ~£(1)=01] and b < [eem™].

Hence U X is c.c.c. 1 =1.

. v v .
Now we show that [[A is completeﬂ=ﬂ1—\ is w —complete]}=l.

1
Since B satisfies the (w,2)-DL, ﬂ'_u‘)/l=wl]l =1.

Let [p:w——%i]}=i. It is enough to show that
I\Vp(w exists ] =1. Without loss of generality, we can
assume that p satisfies [ Vn,m<w(n#m—p(n) -p(m)=6/]] =1

( see [20.1,14]). We define Q':A—>B by 0! (a)=n\</w{[p(r{)=a{] .
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Q' satisfies (+). So there is a family of {biliel} such that
\qui]ieI}=l and [{a[Q'(a)-bi > 0}| < w; for every ieI.

Put X(n)={(ip(ﬁ)=5ﬁn'bi]ae{c|Q'(c)-bi > 0}}. |X(n)]| £ w.

B satisfies the (w,w)-DL, so that {X(n)|n<w} has a common

refinement. Now it is easy to show that]I\/p(w) exists1l=l.

There is a complete Boolean algebra B which is
(w,2)-distributive but is not (w,(2w)+)-distributive
(see[1ll]). Let F be the free Boolean algebra with
(2(”)+ generators.‘lg is_c.c.c.iB(B)=l and F does not satisfy
the (<wl,B)—c.c. by the Proposition 4. Hence it is false
that ' K,X is c.c.c.tﬁ(B)=l implies that A satisfies the
(<wl,B)—c.c.'. The following theorem, howevei, has been

obtained by the author.

Theorem ([16]).

(1) If B satisfies the (w,»)-DL, then‘“;i is c.c.cltﬂ(B)=l

if and only if A satisfies the (<wl,B)—c.c..

(2) Suppose thaf A is complete_and c.c.c.. .The following
conditions are equivalent.

(i) B satisfies the (w,«)~-DL and E:X>is cic.c.j)(B)=l.

(ii) ['X‘is completef}(B)=l and “_é(x)=giA)B (B)_1 for every K.
(i) H,X is complete:B(B)=l and (K(A))(B)=K(A[B]) for every k.

( K(A) is the Boolean power of x by A and so on.)

- 1_7 -—
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