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OPTIMAL CONTROL FOR LINEAR DISCRETE SYSTEMS WITH OVERTAKING CRITERION

Akiré Ichikawa, Shizuoka University ( #MAT W)l )

1. Introduction.

The problem of tracking periodic signals has been studied by Artstein and
Leizarowitz [1] for a time invariant linear continuous system. They have in-
troduced the notion of overtaking optimality and obtained a unique optimal con-
trol under controllability and observability. It is given by the feedback law
involving the solution of an algebraic Riccati equation.

We have recently considered the average quadratic control problem for infi-
nite dimensional linear periodic systems with periodic inputs [4]. Under the
stabilizability and detectability condition one can show the existence of a
unique nonnegative periodic solution to the usual Riccati equation. We have
shown that the optimal control is a feedback law given by this periodic solu-
tion. This argument can also be applied to the tracking problem with average
criterion [6]. We have also shown that the optimal law is a unique overtaking
optimal control [71].

This paper is concerned with the discrete time Qersion of the problem con-
sidered in [7] and similar results are obtained. A two dimensional simple ex-

ample is given to illustrate the theory.

2. Deterministic Tracking Problem.

Consider the controllied system :
x(kt)= Ax(K+Bu(k), xo, given 2.1
where x e R"™, use R.‘“, A egR™" and B € R™™, We associate with (2.1) a

family of cost functionals
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L

Julw)= 2 [IMxWW=hUN 12+ ulk)™N udk)] (2.2)
k=0

and the set of admissible controls

L
Uasa = {u ={udk)}: k§O Fu(k) 12 < o0 for any L
such that s]l:p‘l x (k) | <00}, (2.3
where Mg R"*", N & R™" with N > 0, he R” is an N-periodic seguence
( h(k+N) = h(k) ) and | | denotes the usual Euclidean norm. |
As in [1], [8] a control u* = {u*(k)} is said to be overtaking optimal if it
overtakes any other admissible control i.e., if for each admissible u there
exists a time Lo such that J (u*) < J.(u) for all L >Lg.
This problem was considered by Artstein and Leizarowitz [1] for a time invar-
iant continuous systems. They assumed that (A,B) is controllable and (A ,M)
observable. We extended their results to time-varying periodicsystems which
are stabilizable and detectable [7].
We first consider periodic solutions of a linear system:
x(ktD) = Ax(k) + f(k), (2.8)
where f = {f(k)} is N-periodic. Let A (A) be the set of eigenvalues of the
matrix A. We call A stable if | A 1< 1 forany A in A(A). If A is sta-

ble, there exists a unique N-periodic solution to (2.4) given by

k-1
x.(k) = T AN, (2.5)
j=-c0 )
In fact we have k-1
x,(k) = A*x,(0) + = A¥F '),
3=0 .
-1
where x ,(0) = 2 AT £(j) and x (k) satisfies (2.4). Moreover,
. J=,"°°, ‘ : .
k+N¥1

X,k = 3 ANNTITIE ()

=00

2
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k-1
= T ANITHECGHN)
k-1
- .gmAk—l—if(i)
= x (k).

Next we recall the following:
(i) (A,B) is stabilizabfe if there exists K &€ R™" such that A—BK is

stable. 4 |
(ii) (A,M) is detectable if there exists J € R™” such that A—JM is

stable. 7

If A—BK is stable, then the control law
u(kd)==—Kx ) + k)
is admissible for any N-periodic f.
To solve the control problem (2.1), (2.2) we need the solution of the Riccati
equation (see [10]1)
Q=ATQA + M™M-ATQB(N + BTQB)'BTQA. (2.6)

Proposition 2.1.(i) Suppose (A,B) is stabilizable. Then there existsa non-

negative solution to the Riccati equation (2.6).

(ii) If (A,M) is detectable, then there exists at most one such solution.
Moreover, if Q is a solution, then A—B(N + BTQB) 'BTQA is
stable.

Now suppose A—B(N + BTQB) 'BTQA is stable. Then |
r(ktD-[AT=ATQB(N + BTQB) 'BT]r(k) + M™Mh(k) =0 ‘(25/7)

has a unigue N-periodic solution

r(k) = -3 AV 'M™h()). (2.8)
j=k+1

Thus if (A,B) is stabilizable and (M,A) is detectable, the control law

3
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uk) = =(N + BTQB)'BTIQAx (k) + r (k] (2.9)
is admissible and is in fact optimal as we see below. The closed system associ-
ated with (2.9) is given by
x (k) = [A=B(N + BTQB)'BTQAIx (k)
» » —B(N + BT@B) 'BTr (k). (2.10)
This system has a .unique N-periodic solution x (k) and x(k;Xa)— X (k) = 0
for any xo as k—>o0 where x(k;X o) is the solution with x(0) = xo.

The following lemma is useful.

Lemma 2.1. Consider the control law
uk) = —(N + BTQB)'BTQAx (k) + r(k)] + vk
and its responce x (k). If

[e¢]

S vk 1? < oo,

then | X,(k)=x(k) 1 >0 as k=00, Thus if | X, (k)—x(k) 1 »0 as k—>oo,
‘then

oo

T Iv@)12 =00,

Proof. The solution x corresponding to u satisfies
x (k+1) = [A—-B(N +BTQB)”BTQAJX(D
—-B(N + BT@B) 'B7r(k) + v(k), x(0)=xg

and is given by

k-1
x ()= Axo + T A IBV())—B(N + BTAB) "B r (K]
j=0 |
k-1
= AMLx (L) + 3 ASTTIBV(G)-B(N + BTQB) 'B7r (k)]
j=L
k-1
= X() + T AJM'TIB VY,
Wz A ;
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where A. = A—B(N + BTQ@B) 'BTQA and

k-1

FU) = AEx(L)-3 AJTB(N + BTQB) 'BTr (k).
j=L

Now assume 122—0‘ v(k) 12 < oo, Then for a given £ we can find an L such
fhat

k-1 | ,
i §=3LA°““‘5B v(jDl <e/2 for all k>L.

()

From the remark below (2.10) we can find an Lg>L such that k> Lo implies
Fx)—X, (K1 <e/2. Thus | x(K)—X,(k)1 <eg if k>Log.

Theorem 2.1. Suppose (A,B) is stabilizabie and (A ,M) detectable. Then the
feedback law (2.9) is overtaking optimal and is unique. Moreover, for any oth-
er u € Ua.q there exist Lo and £ such that
Ju(u) + & < Jo(u) for all L>Lo. - (2.11)

Proof. Let u = u(k) be any admissible control and x (k) its responce. Sum-
m‘ing the following from k=0 to k=L

x(HDTQ x(k+1) + 2r GO Tx (kt1) - xUQTQ x (k) - 2r (k-1)Tx (k)
and using (2.68), (2.7) and (2.1) we obtain

L

Ju(w)= = LIMEEW=hU&)D 12+ uld™N u )]
k=0

= X0"QXo + 2r (-DTxo— x (LATQ X (L41) =21 (L)Tx (L+1)

L
+ 2 [IMhGO17=r (OTB(N + BTAB)'B7r (K]
L
+Z v (KN v k),
where
v(k) = u(k) + (N + BTQB)'BT[QA x(K) + r (K]

Hence
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JL(U)—‘JYL(E)
=X (L+1)TQ X (L+1) + 2r (L)Tx (L+1)
—x(LH1)TQ x (L+1)—2r (L)Tx (L+1) (2.12)

L
+ 2 v{K)TN v k),

k=0
wheré X is the responce to u. Supposekgb l v(k)12 = o0, Then J . (u)—
J (U )—=>o0 as LL—=>00 since the terms on the right hand side of (2.12) except
the last are bounded. Hence in view of Lemma 2.1 we only need to consider the
case .

[eo]

T 1vk)12=b< o and hencel X ,(L)—x(L)1 >0 as L o0,

In this case we choose L g large enough so that for any L > Lg

b. = § I v(k)I12> b-g and
k=0
I X (L+DTQ X (L+1) + 21 (L)TX (L+1)
- x(LHDTQx (LD -2r (L Tx (LD | <b —2¢
Then from (2.12) we obtain
I JuCu)=J(u)=bol <b—-2g or J(u) + & < J.(u).

3. Stochastic Tracking Problem.

Let (Q,F,F«,P) be a stochastic basis. We recall that a stochastic proc-
ess x (k) is N-periodic if it has anN-periodic distribution. In this section
we consider the stochastic system

 x(D= AxW+Bulo+Gwk), xo, given (3.1)
where G £ R™*® and w(k) is a g-dimensional independent Gaussian F.-measur-
able process with zero mean and N-periodic covariance W(k).

Now we replace (2.2) by



L
Ju(ud= Ek§30 CIMx(=—h&N 12+ uk)™Nudk] _ (3.2)

and (2.3) by
L
Uaa= {u=udk): udk) is Fy-measurable, Ek_EO ludk) 12 <oo

~ for any L such that Sllip El x(k12<00} . (3.3)
We wish to find an overtaking optimal control for (3.2).
First we consider o
x (k1) = Ax(K) + £ + Gwk), | (3.0
where A is stable and f = {f(k)} is N-periodic. Then there exists a unique
N-periodic Gaussian solution to (3.4) given by

k-1
x (k) = A*x,(0) + j§0 AR + Gw(D],

-1
where Ex,(0) = = A7)
J=:°1°
Covix ,(0]= = ATGW(DGTAT .
Moreover, x (k;Xog)— x (k)0 a.s. and in mean square as k—>oo0.
As in 82 we shall show that the control law
uk) = =(N + BT@B)'BTQAx (k) + r (K] (2.9)
is optimal. The closed system associated with (2.9) is given by
x(k+1D)=[A-B(N + BTQB) 'B"QA]lx (k) \ _
. —B(N + BTQB) 'BTr (k) + Gw(k). _.(3.5)
‘This system has a unique N-periodic solution X (k) and. x(k;xlo)‘i—)—(p(k‘)’ -0

for any Xo as k—>00 where x(k;Xo) is the solution of (3.5) with x“(0)>= X o.

Lemma 3.1. Consider the control law
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u(k) = —(N + BTQB) 'BTLQAx (k) + r (k0] + v (k)

and its responce x (k). If

@
EZ Iv(kdl? < oo,
k=0

then E | Xx,(k)— x(k) | >0 as k—=>oo. Thus if E | X,(k)—x(k) | +0 as

k—>o0, then
2 =
E k2=0 I vk oo,

Theorem 3.1. Suppose (A,B) is stabilizable and (A ,M) detectable. Then the

feedback law (2.9) is overtaking optimal and is unique. Moreover, for any oth-
er u & Uaq there exist Lo and £ such that

Ju(ud) + & < Jo(u) for all L>Lo.
Proof. Let u = u(k) be any admissible control and x (k) its responce. Sum-
ming the following from k=0 to k=L
ELx (k+1)TQ x (k1) + 21 (0T x (kD) — x (K)TQ x (=21 (k-1 T x (K)]
and using (2.6), (2.7) and (3.5) we obtain

L :
Ju(u)= E kgo[ IM(x()—hD 12+ uk)TN u k)]

= Elx0"Qx0 +2r (-DTxo—xL4DTQ x (L+1)=2r (L)Tx (L+1)]

L
+ 2 [IMhU)I12=r(k)TB(N + BTQB) 'B7r (k)

k=0
+ tr.GWKIGTQ]

L
+E Z vU(OTNv K,
k=0

where , . ; ‘ :
vk) = u(k) + (N + BTQB) 'BTLQA x(k) + r (ik)].

8
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The rest are similar to the deterministic case.

Remark 3.1. The tracking’ problem with overtaking criterion can be extended to
more general time varying systems as in [4], [5], [7]. The stochastic problem
under partial observation is considered in [8] and the extension of our ap-

proach to this case is also immediate.

4. An Example.
We take

A=| , M=(I#D[1 01, B=| |, N=1,

-1 0] ‘ 1
and four-periodic h(k) with h(0)=[1 0717, h(1)=[0 -1]7, ‘
h(2=[-1 017, h(3)=[0 11]". Then the solution of the algebraic Riccati
equation is Q= 1. The optimal law for (2.1) and (2.2) is

ud=—(N + BTaB)'BTlQAx (k) + r{O].

=1/D[x (k- r 2(k)]

where x =[x.,x21", r=[r,,r=1".

The closed loop matrix is

0 1
A.=A-B(N + BTQB) 'BTQA=
: ‘ -1/2 0
The four-periodic solution r (k) of (2.7) is Y
r0 =-3 AM™h()=[0 1]7, A=A.T
j=1
r(1) = -.‘%2' A2M™h())=[1 0T,
J:

8

r(2)=-j=23 A’3SM™h(jd=[0 -1]"



rd = - z A*M™h({d=[-1 07".
Jj= .

The optimal closed system is

x (k+1) = A x (k) - B(N + BTQB) 'BTr (k)

and its 4-periodic solution x,.(k) is given by

; k-1 ‘
Xx(k) = — 3 AJ7IB(N + BTQ@B) 'BTr (j)l.
with =
-1
x,(0) = —.2 A;77T'B(N + BTQB) 'BTr (j)1=[1 o]".
J:—m
0
x(1) = -2 AcﬁB(N-FBTQB)”BTr(ﬁ]=[0 -1]7.
J:—Oo
’ 1
x,(2) = —JEWA ' 'B(N + BTQB) 'BTr (j))]= [1 o],
5 .
X»(3) = - % ASUB(N + BTQB)'BTr()I=[0 17"
References.
[1] Z. Artstein and A. Leizarowitz, Tracking periodic signals with the over-

[2]
3]
[4]
[5]
(6]

[7]

[8]
[9]
[10]

taking criterion, IEEE Trans. Automat. Contr., vol. AC-30, 1123-1126, 1985.

G. Da Prato, Synthesis of optimal control for an infinite dimensional
problem, SIAM J. Control Optimiz., 25(1987), 706-714.

G. Da Prato and A. Ichikawa, Optimal control of linear systems with al-
most periodic inputs, SIAM J. Control Optimiz., 25(1987), 1007-1019.

G. Da Prato and A. Ichikawa, Optimal control for linear periodic systems,
Appl. Math. Optim., 18(1988), 39-66.

G. Da Prato and A. Ichikawa, Quadratic control for linear time varying
systems, SIAM J. Control Optimiz., to appear.

A. lIchikawa, Stability and control of linear periodic systems, Proc. 13th
IFIP Conference System Modelling and Optimization, LN in Control informa-
tion Sciences, 113, Springer-Verlag, Berlin, 1988, 70-79.

A. lchikawa, Optimal control for linear systems with overtaking and aver-
age criteria, 13th International Symposium on Mathematical Programming,
Tokyo, 1988.

A. Leizarowitz, Infinite horizon stochastic regulation and tracking with
the overtaking criterion, Stochastics, 22(1987), 117-150.

T. Morozan, Periodic solutions of affine stochastic differential equa-
tions, Stoch. Anal. Appl., 4(1986), 87-110.

J. Zabczyk, Stochastic control of discrete-time systems, Control Theory
and Topics in Functional Analysis, Vol.lll, International Atomic Energy
Agency, Vienna, 1976, 187-224.

10



