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1. INTRODUCTION

One of the main subjects in the study of weak fragments of arithmetic is to
determine which arithmetical or combinatorial proposition is provable in the weak
theories.

The first significant advance in the research of weak fragments was done by
R.Parikh [4]. He proved that IA; cannot treat functions of exponential growth,
while most of proofs in the elementary number theory, such as the infinitude of
primes, require exponentiation.

J.Paris and A.Wilkie [6] pointed out that A¢-PHP implies the infinitude of
primes and asked whether IA, proves Ay-PHP, where A¢-PHP states that no
Ag-formula can define a bijection from n to n — 1. A positive answer to this prob-
lem suggests that there is an essentially new proof of the infinitude of primes since,
as stated before, all known proofs require exponentiation.

Paris, Wilkie and Woods [5] proved that IAg + ©; can prove a weak version of
PHP namely, -3 f : nitelln. But the original problem remains unsolved.

M.Ajtai [1] proved the relativized version of this problem, i.e. if we extend the
language by a function symbol f, then IAy(f) cannot prove that f is not a bijection
from n to n — 1. He used the forcing method to construct f : n-5%n — 1 and the
proof used the following fact by Paris and Wilkie [6].

Fact. The following statements are equivalent
1. IA(F) Y =f : n-Dn — 1.
2. There is no propositional proof for PHP of constant depth and polynomaial

size.

In this note, we modify Ajtai’s method and construct a concrete “generic” model

of INy(f).
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2.PRELIMINARIES

We use the language £ = {0,1,+,:,<,=} . PA™ is the L-theory Peano Arith-
metic less induction. For a set of formulae I' we denote the induction scheme for
all ¢ € ' by I'“IND. Similarly, the least number principle scheme is denoted by
[C-LNP. It is easily seen that A¢-IND and Ay-LNP are equivalent over PA™. IAg
is the £L-theory PA™ +A(-IND.

Let f be a function symbol. £L(f) = LU {f}. IA(f) is the L(f)-theory defined
in the same manner as IA;. PHP(f) denotes the statement “f is not a bijection
from nton —1.7

Let M be a countable nonstandard model of PA and fix n € M \ w.

Definition. (Forcing condition) Let M, = {z € M : M |=z < n}, then we call
the following set P a forcing condition. First define H, as,

7 - _ a bijection from A C M,, to B C M,
n=19 and ¢ is definable in M )

Fore >0let P, ={¢g€ H, : M [E|dom(g)]<n—n°}and P= U P..
e€EQ

e>0
For g, h € P we define a order relation in P by g < h iff A C g¢.

Definition. Let D CP. We say D is dense in P iff for all g € P there exists h € D
such that h < g.

For p € P, D is dense below p iff for all ¢ < p there exists h € D such that h < g.

Definition. Let D C P. D belongs to M iff for some L-formula ¥(z,y) ¢ € D &
Ik € w M |=1p(cy, k).

Definition. (Generic filter) Let G C P. G is a P-generic over M iff the following
conditions hold:

(1) Ve GVRePg<h—o hegG.

(2) Vg, € GIReGh<g& h<yg.

(3) D is dense in P & belongs to M — GN D # 0.

Proposition 1. For all g € P there ezists a P-generic over M G such that g € G.

Definition. Let f,g € P. f and g are compatible iff for some h € P 2 < f and
h < g holds. Otherwise g and A are incompatible. We denote f L ¢ if f and g are
incompatible.

Proposition 2. Let D belongs to M and G be a P-generic over M then

(1) either GND#Q orIhecGVfeD fL b
(2) g € G & G is dense below g — GN D # {.
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Definition. If G C P is a P-generic over M we call f=U seg [ @ generic map.
Proposition 3. A generic map f is o bijection from M, to M,_.

For the proof of Proposition 1 to 3, refer e.g. Kunen [3].

3. MAIN PROOF

Let Ny ={zeM:MEz< n*} and N = UkEw Ni. We consider Ni as a
submodel of N by regarding + and - as relation symbols. Our main theorem is
stated as follows.

Main Theorem. If f is a generic map then (N, f) = IAo(f).

Main theorem is a consequence of the following theorem.

~

Theorem 1. For all k € w, (Ng, f) = IND.
Proof of Main Theorem. Let ¢ € Ag(f). It suffices to show that

(N, ) = Jzp(z) — Fa(p(z) AVy < z=0(y))-
Suppose (N, f) = 3zp(z). Then there exists k € w and a € Ny such that (N, NHE
¢(a) and all parameters in ¢(a) are from N;. As Ny C. N,
(N, Ee it (V) e
holds for any Ag-formula ¢. So (Ng, f) = Jz¢(z). By Theorem 1

(Ni, ) |2 3a(p(2) AVy < 2=p(y))-
Therefore there exists ag € Nx such that (N, f) = ©(a0) AVy < ao—p(y). As
(a0) AVy < aop(y) € Ao(f)s (N, f) = plao) AVy < ag—(y). So
(N, ) = 3zo(z) AVy < z-9(y).
QED.
Next we prove Theorem 1. First let us sketch the proof.

Let S = {z € N : (Nr, f) E o(2)} for ¢ € L(f). It suffices to prove that
S is definable in M since we can apply the least number principle in M to get
the minimal element of S. In the first step we show that it is enough to consider
S' = {z < klogn : (N, f) k= o(z)} instead of whole S. Secondly, we prove that
there exists a M-definable function d such that for all u < klogn

(Vi f) = o(u) iff d(u) = 1.
We use the property of generic set in the proof but we have a little difficulty since
we don’t have a “forcing relation” which is definable in M so forcing lemma cannot

be proved. Instead we prove a modified forcing lemma using the method of partial
assignment developed by Ajtai. ’

The two steps described above are expressed as the following two lemmas.
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Lemma 1. Suppose for all ¢ € L(f),

(Nk, f) | 32 < klogne(z) — Fa(p(z) AVy < 2-60(y)).

Then (Ni, f) = LNP.

proof. Let m = n*. Assume (Ni,f) & LNP, then for some p(z) € L(f) with

parameters from Ni S = {x €Ni: (N, /) E c,o(:c)} satisfies the following condi-
tions.

(1). S #0.

(2). S does not have the least element.

Claim 1. We can assume that
(3). Forall z,ye Mifz <yand z € Stheny e S.

proof. Replace ¢ by ¥(z) = Iz < z¢(2). Then ¢ trivially satisfies the condition.

Claim 2. We can assume that
(4). if z € S then [z,2z]N S = 0.

proof. Let ¥(z) = Jw,2(z = w — z A p(w) A =p(z)) and

S = {w <m: (N, f) |=¢v(x)}

It suffices to prove that 1 satisfies the conditions (1) to (4).

(1). Since S # 0 there exists ¢ € S and since S does not have the least element,
0€S.Soxz=z—-0¢€¢S'.

(2). Let z € ' and £ = w — z A o(w) A =(2). Then there exists w’' < w such
that ¢(w') holds. So 2’ =w' — 2 € §' and 2’ < z.

(3). Let z € §', 2 < y and w,z be witnesses for z. Let 2’ = 2z — (y — z)
then 2z’ < 2. So —(z') holds since otherwise S does not satisfy (3). Therefore
y=w-—2'€89'.

(4). Assume z € S’ and y € [z,22]NS’. Then z <y < 22 A¢(y) holds. Let w, z
be witnesses for ¢(y) and let u = [%F2].

Suppose (N, f) = @(u). Since —p(z), ¥(u — z) holds. But as

w4z w—z
—_— 2 =
2

w—z <

DN |2

<,

¥(z) holds, which is a contradiction.
Suppose otherwise, then (w — u) holds. But again

< il 1) = Z+1—y—|—1< 1
w.._.. — — = _ —
vsw 2 2 2 v

leads a contradiction.



Now assume S satisfies (1) to (4). Let ¥(z) = J2(z = w”® A p(z)) and

S = {:c <m: (N, f) }:7,b(:1:)}

Let € M be the maximal element such that 2* < m. If 2* ¢ S then by (4)
SN [27,29%1] = @. So this is a contradiction since S # 0. So (Ni,f) E (2%).
Therefore S’ # §. Trivially z < klogn holds. So it suffices to show that S' does
not have the least element. Let 2 € S" and ¢(2%) holds. Then by (4) ¢(2°~1) holds.
Therefore z — 1 € S'. QED.

Lemma 2. Let k € w, ¢ € L(f) and g € P. Consider the following condition (*)
for h € P:

(%) There exists o function d definable in M such that for all u < klogn and for
all generic f = |JG with h € G,

holds.
end let E; = {h € PP: h satisfies (*)}. Then there exists Dy C E, which is dense
below g and belongs to M.

Proof of Theorem 1. By Lemma 1, it suffices to show that S = {z < klogn :
(Ni, f) = ¢(2)} is definable in M, hence we can apply LNP in M. Fix g € G and
consider Dy in Lemma 2. Then since G is generic there exists h € D, N G. So h
satisfies the condition (). Therefore for some M-definable function d,

z e Siffz <klogz A(Ni,7) = o(e) iff d(u) = 1.
QED.

3.COMBINATORIAL PROOF.

To prove Lemma 2 it suffices to show that {p(0), -+, p(klogn —1)} is definable
in M for each p(z) € L(f). The essential part is that we can express the definability
in terms of Boolean formula. First we introduce some notions on Boolean formulae.

Let |Dy| = n,|D1| = n — 1. We describe Boolean formulae by the language
AV,,0,1, 255 (2 € Dgy,j € Dl)

Let B be the set of all Boolean formulae over the above language.

Definitions.

(1) k € B is a k-map iff K = Az, 4(u), Where ¢ C Dy — D; is a partial 1-1
map and |dom(g)| = &. ’
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(2) Let £ = Azy g(y) be a k-map and V C D = Dy U D;. We say V covers & iff
for all u € dom(g) either u € V or g(u) € V hold.

(3) Let £ = Azy g(u), &' = AZy gi(y) be k,k'-map respectively. « and «' are
contradictory iff g U ¢’ is not a (partial) function.

(4) ¢ € B is a k-disjunction iff A = \/, ., & ,where all ¥ € K are k'-map for
some k' < k. We call ¢ a map disjunction if it is a k-disjunction for some
k. V covers ¢ iff V covers all k € K. Define

Cover(yp) =min {|V]: V covers p}.

(5) B(Dy,D,) C B is defined as follows:
(1) If  is a map disjunction then ¢ € B(Dy, D,).
(ii) If for all k € Ku, € B(Dy, D1) then \/, oy 1x € B(Dy, Dy).
(i) If u € B(Dy,D,) then - € B(Dg, Dy).
(iv) B(Dyg, D7) is the smallest set satisfying (i) to (ii1).
(6) For ¢ € B, depth(p) is the maximal number of nesting of connectives.
size() is the number of all connectives in ¢.

The next definition plays a important role in transforming a Boolean formula.

Definition. Let ¢ = \/, ;. x be a k-disjunction, V covers ¢ and |V| = I. Then
define ¢(p, V) = VuEK’ i, where

K = . pis a j-map for some j <[, V covers ¢
“1¥° and u and & are contradictory for all x € K.

Definition. Let e be a 0-1 assignment and V € D. Wesay eis 1I-1 on V iff e
defines a partial 1-1 map f such that V' C dom(f) U range(f).

Proposition 4. If a evaluation e is 1-1 on V then e(—p) = e(c(p, V)).

The essential idea of the rest of the argument is to reduce the complexity of
a given Boolean formula. To do this, we use partial assignment and apply the
procedure which we will define later. We borrow techniques from probabilistic
combinatorics to show that there exists a partial assignment that is suitable for our
need. Therefore we need to define a probabilistic space over partial assignments.

Definition.

Qe = {p =<r,s>:

s C D s.t.so| = |sNDy| =n®+1,|s1] = |sN Dy| = n®
r: Dy \ so — D; \ s1 bijection.

p € Q™° is considered as a 0-1 assignment defined by

z;; fi€spandj€ sy
p(cc,;j) = 1 lf T‘(Z) =j
0 otherwise.



We denote the probability over the space 2™ by Pr 7> [4].
If p =< r,s > is a partial assignment then we denote p by val(r) and r by

map(p).
Next we define a transformation rule of ¢ € B(Dg, Dy).
Definition. Let ¢ be a map disjunction. min(p) is a map disjunction consisted
by all minimal maps in ¢.
Definition. Let ¢ € B(Dy, D), depth(p) = d and p € Q™*. Define a transforma-

tion rule of Boolean formulae as follows:

(1). Apply p to ¢ and take min of each map disjunction in .
(2). For each map disjunction y in ¢ [,, replace all occurrences of =y by ¢(u, V).
(3). Merge all \/’s at level 2 and 3.

We denote p—»1) iff ) is obtained from ¢ by applying the above rule more than
) ,

once with partial assignments pg,---,p¢ and p = pg - - p;.
Notice that this rule is definable in M for each fixed p € 2™°.

Theorem 2. Let ¢ € B(Dy, D) be such that depth(yp) = d, size(p) < n® and
mapsize(p) = t, then for all u there exists € > 0 such that for sufficiently large n

dg : k-disjunction s.t.

Prrss> Cover(g) < k and p—g <1-n"%
p

Theorem is proved from the following Covering Lemma.

Lemma 3. (Covering Lemma)
Let g be a t-disjunction, 0 < € < 1/16, t = o(loglogn) and 8/e < k < 2n" .
Then for a sufficiently large n

2t

Pr7¢ [Cover(min(g [,)) > k] < ot

n,t

2t
holds, where a;”” =n~*¢ k/a1,

Covering Lemma was proved in Bellantoni, Pitassi and Urquhart [2].

Proposition 5. Let 0 < ¢ < 1/16, ¢ € B(Dg, D1), size(y) < n® and 8/e < k be
a constant such that k > mapsize(p) = t. Then there ezists p € Q™ such that
@—»t and mapsize(y) < k.

P
proof. Let g be a map disjunciton in ¢. Then by the Covering Lemma,

g n,t

Pr g’sm [3g in ¢ Cover(min(g [,)) > k] < n’ap” < 1.

So there exists p € Q™" such that for all map disjunction ¢ in ¢ Cover(min(g lo
)) < k. This p satisfies the requirement of Proposition. QED.
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Proof of Theorem. Let ¢ € B(Dy,D) satisfies the condition. Then applying
Proposition 5 d — 2 times there exists a map disjunciton g such that p—»g. Notice
p

that each map in g are coverrable by a set of constant size. So mapsize(g) is con-
stant. Hence we can apply Covering Lemma to g to get a map disjunction with
suitable size of cover. QED.

4.PROOF OF LEMMA 2

Lemma 4. Let § > 0. Consider ¢; € B(Dy,Dq) for 1 < i < klogn such that

size(;) < n®, depth(p;) = d and mapsize(p;) =t and let p € Q™°. Then there

ezists p' € Q™ such that p’' 1s an extension of p and p;—»0 or p;—»1 for all 1 <
o' o

t < klogn.
Proof. Let p € ™%, Dy = D, \ dom(p) and D} = D, \ range(p). Then ¢; |,€
B(Dj, D}). Let (*); be the condition

dg; : k-disjunction s.t. Cover(g;) < k and p;—»g;.
0

Then by Theorem Pr 2,6’5 [(*); holds] > 1 —n~* for all 1 <: < klogn. So

Pr Z,G’s [3¢ < klogn (*); does not hold] < Zi<icklogn Pr Z,a’e [(*); does not hold]

w

<klogn-n'~
Therefore taking u > 1 we have
Prz,‘s’E Vi <klogn (*); holds] > 1 — klogn-n!™* >0

for sufficiently large n. Now fix such p' € Q"¢ and let Vi cover g; and |V;| < k.
Then we can take an extension p'' of p' such that

U Vi C dom(p") U range(p").
1<i<klogn

Then either ¢;—»0 or p;—1 holds for all 1 < < klogn.
p/l pll

Proposition 6. For all ¢ € L(f) there exists u € B(Dy, Dy) such that for any
generic f = UG

(Mo, f) e iffdgeGp —» 1.

val(g)

Furthermore, mapsize(u) depends only on the complezity of .
Proof. Induction on the complexity of .

1. ¢ is atomic.



Case 1. ¢ does not contain f.

Let

1 if N |,
= { 0 otherwise.
Case 2. ¢ contains f.
First notice that terms are of the form f--- f(a) a € M, since f is the only
function symbol in Ni. Now if ¢ is of the form R(f®)(a), FO(), ™) (c)) then it

is equivalent to
F® ) = ag A FO(B) = by A F™(c) = co A R(ag, bo, co).

So it suffices to consider the case ¢ = f(¥)(a) = b. We can handle this case by
induction on the number of f and it can be seen that ¢ is equivalent to some

k-map.

2. Induction step .
Let u,v € B(Dy,D;) be what we get by inductive hypothesis for ¢, € L(f).
Then for —p, ¢ V 1, @ A assign —p, p Vv, ~(—p V —v) respectively.

For the case Vzp(z) and Jzp(z). Let py € B(Do,Di) be what we get by
inductive hypothesis for ¢(z). First remark that in Ny all quantifiers are bounded
by n*. So assign = \/, ¢,k "z, Vyenr ta respectively. The sizes of these Boolean
formulae are easily seen to be bounded by some polynomial. QED.

Proof of Lemma 2. Let @o(z) € L(f) and g € P. For each 1 < u < klogn, let
pu € B(Dy, Dy) satisfy the condition of Proposition 5. Now let p = val(g) be as
in Lemma 4. Then there exists ¢ > 0 and p' € Q™ such that p' is an extension of
val(g) and uu;)O or ,uu;?l forall 1 <u < klogn. Let

.. pisan extension of val(g) and
W(e)=qpr€Q™": vy < klogn p,—»0 or p,—»1
P p

and D, = {map(p):3e >0 p € W(e)}. It suffices to show that D, satisfies the
requirements for Lemma, 2.

(1). D, is dense below g.
Let h € Pand h < g. If h ¢ D, then by Lemma 4 there exists an extension p of
val(h) such that map(p) € D, and map(p) < h.

(2). Dy belongs to M.

This is trivial by the fact that the relation p € W(e) is definable in M.
(3). D, C E,.

Let h € D, and f = |JG be a generic such that b € G. Now define d by

d(u) =1 iff py 1.
(u)=11 Hu o
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Then clearly
(M, F) b= () i () = 1
holds. QED.
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