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'ON AUTOMORPHISMS OF GENERALIZED CUNTZ ALGEBRAS

YOSHIKAZU KATAYAMA AND HIROAKI TAKEHANA

1. X-APERIODICITY

Definition 1.1. Let X be a full right Hilbert B—bimodule of finite type. The
C*—algebra B is called to be X -aperiodic if for a non-zero positive element b of
B, there ezists {z; ;} C X,j=1,2,...,m;,i =1,2,...,1 such that

myy...,7m} ) . ‘
Z < Ziy 1 < Tie),2 < Ti1),1,,0Ti1),1, > B Ti2),2, >B - - - Ti),1, >B
i(l)

(1.1)

18 tnvertible.

Note that, by functional calculus, the above equations (1.1) may be equal to an
identity operator for the definition of X-aperiodicity. It is defined in [3] that B is
X-simple if any non-zero X-invariant ideal J of B (i.e. < z,Jy >gC Jfor z,y € X)
must be the whole space B. It is clear that X-aperiodicity implies X-simplicity. Let
a be an automorphism of B and its associated imprimitivity Hilbert B—bimodule
«B is B as a vector space with

a-z-b=a(a)xb, B<z, y>=al(zy*), <z, y>p=2'y
: (1.2)

for a,b € B and z,y € ,B. We note that the unital C*—algebra B is ,B—aperodic
if and only if B is simple (see Theorem 1.3). The notion of X-simple is related
with its irreducible adjacent matrix in the case that B is finite abelian. The one of
X-aperiodic is just related with its aperiodic adjacent matrix as follows.

Let X be full right Hilbert B-bimodule with finite dimensional abelian C*—algebra
B. Let X be a finite set such that C(X) = B and {p. },ex be all minimal projections
of C(X). asin [5] . We denote a matrix M by (a,,r)s.7ex Where a, » = dim¢ p, Xp--
Let {{5,74 € X : 0,7 € ¥ with as, > 1,1 <1 < a, -} be a basis of vector space X :

pd’&r,-r,l = 50’,0’50',7‘,[7
fa’,T,lp‘r’ = 51’,7”60,7',17 (13)
< §a’,‘r,ls §a’,‘r’,l’ >B = 60',067',1"51,1’1-71-

We note that {{5,r1}s,-,1 is right B—basis. We set £, := Z‘r,l &s,r1, then
<&, &y >B= 50,01 Zaa,-rp‘,-. (1.4)

Therefore we have

Z < 60'(1)1 po{a(l) >B= Zaa,rp-r- ) : (15)

o(1) T
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Proposition 1.2. Let X be as above. The finite dimensional abelian C*—algebra
B is X -aperiodic if and only if the matriz M is aperiodic (i.e. there exists integer
m such that M™(o,7) > 0 for all o,7 € ¥ where M™(o,T) is (o,T)-component of
the matric M™ ). ‘ :

Proof. By (1.5), we have

Z <&s(m), < &2)) < &s(1)s Pobo(1) >B Es(2) >B ---Eo(m) >B

If M is aperiodic, then

Z <&o(m)r < &x2)1 < &s(1)y Pobo(1) >B &o(2) >B <+ -&o(m) >B
o(1),...,0(m)

is invertible. Since B is finite dimensional, the C*—~algebra B is X-aperiodic.
Conversely for z = Zo‘,r,l Co,7180,71 € B,co,7r1 € C, by (1.3) we have
<2,p,2>= Y. |coril’pr.
a0 +#0

If the equation (1.1) holds, for o,7 € X, there exists {7(¢)};=; C ¥ such that
ar(i),rit1) # 0 for i =1,2,...,m, 7(1) = 0,7(m) = 7. Therefore M™(o,7) > 0
which implies that M is aperiodic. -

m-times .
>N

Let Fn(X) be a relative tensor product X® BX ®p--- OB X for a full right
Hilbert B-bimodule X and F,, is a C*—subalgebra of Ox generated by

{Szl®$2”'®$1uS;kl@yzn.@ym (T QT2 QLm, Y1 ®Y2- ®Ym € Fn(X)}.

There exists a unital isomorphism %¥,, : Kg(Fn(X)p) — Fn such that:

. L "
wm(9$1®32"'®znn y1®y2"'®y1n) - S$1®a)2---®m"lSy1®y2...®y"l

for finite rank operators 0z, @es-®om, v1®ve-®vm € KB(Fm(X)B). Since X is of
finite type, we have

> SuS8: =1 and Fpm C Frnpr-
=1

We set Fx := U2_; Fr. Moreover Fx is the fixed point algebra O x T for the gauge
action. We define a complete positive map o : Ox — Ox by

o(T) = 3 5., TS, (16)

i=1

for T € Ox. In [3] Lemma 7.8, it is proved that the restriction of ¢ on B'NOx is a
unital isometric *-homomorphism and it does not depend on the choice of B-basis
.Moreover ¢™(T') commutes with F,, for T € B’ N Ox. There is an isomorphism
Tm : Fm — (B ® M,)p,, such that, for z € Fp,,
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T = Z Su1(1)®“1(2) ®uz(m)b1(1 54(m),3(1),.. 7j(m)S:’j(1)®uj(2)"'®u'j(1n)
z’_((ll)),...,ig(m))
7(1),..., i(m
(17)

T (2) = (bi(1),....i(m),5(1),....5 i(m)) € (B® M,)p,
where the projection P, is
| (< ui) ®uigz) +* ®Uim)s  Uj(1) @ Uj(2) *+* ® Uj(m) >B).-

We note that if X is a Hilbert B—bimodule ([ |Definition 1;3), there exists a con-
ditional expectation E,, from Fx onto F,, such that :

En = lim Em+k »
" k—oo (18)
m _ . :
Em (6-’51®y1, $2®y2) = 9I13<y1, Y2>,T2

for 21,72 € Frn(X),y1,y2 € Fr(X) ([4]Lemma 3.24, 3.25).

Theorem 1.3. Let X be a full right Hilbert B-bimodule. The the C*—algebm Fx
is simple if and only if B is X —aperioddic.

Proof. Let J be a non-zero closed ideal of of Fy. Set IJn = FoNJ and J =
Uzi=1Jm- Then for a non-zero element z € J,,, for some m, there exists an element
(B41), .. i(m),31),-ei(m)) € (B ® Mn)p,,
satisfying the relation (1.7). If necessary , consider z*z instead of z, and we may

assume that there is (k(1),...k(m)) such that
b= brq), . .k(m), k(1),...k(m)
is a non-zero positive element of B. Suppose that B is X-aperiodic, and we choose

the elements {z; ;} of X satisfying the relation (1.1) for b. We take y;(1),... i(0),5(1),0nss(mt)
of fm+l

' Yi(1),...,i(1),8(1),...,s(m+1) =

‘ E S S* S*
Uy (1)@Us(2) " Uu(an+1) Zi(1) 1@ ®Ti(1) 1 Uk (1) OUk (m—1) " OUk(sm) *

E(1),...,k(m) (1.9)
Since T, (2) P, = Py (z) = 7, (), we compute
yz’(l),...,i(z),s(1),...,s(m+1)byf(l) ,,,,, i(L),s(1),...,s(m~+1)

*
=Su.«(1)®u.«(2)'“®us(m+l) < Li(1),1 - ® TORD bxi(l),l Q- ® Ti(1),l >B Sus(l)®us(2)"'®us(1n+1)

and
Z Yi(1),...,i(1),s(1),..., s(m+l)by;k(1) ..... i(1),s(1),...,s(m+1)
7'(1) :7'(1)
:Su,u)@u.«(z)' Uy (1n41) ‘
X Z < x"(l) 1 ® ® xl(l)J’ bxz(l)’l ® T ® x'[.([),l >B S:'a(l)®us(2)"'®us(1n+l)'
R 10))]
Since there is a positive number A € R such that
Z < Zi1),1 @ @ Ty, bTi1)1 ® - @z >B> A,
i(1),...,i(1) _
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we have

Z ?h’(l),.-.,i(l),s(l),u-,s(m+1)byfu),...,i(z),s(l),...,s(m+z)

i(1),..03(0)
s(1),...,s(m+1)

>A > S S: . = AI{1.10)

(1) ®Ua(2) " OUs(n+1) PUs(1) QUs(2) " OUs(m+1)
s(1),...,s(m+1)

Thus J;4., contains the above invertible element. We conclude that the ideal J is
B. '

Convesely we assume that Fx is simple. Since B is unital and X is full, by
[3]Propositionl5, there is a finite set {z;} C X such that

Z <z z;>p=1. (1.11)

For a non-zero element b € B, we consider a closed ideal U%_; FrnbF, of Fx. we

can choose a finite subset {f;}l_, C Fn with- 3\, f¥bf; = I for some m. The
element f; of F,, is of the form:

Z S 1 k® ®z1ll k yl I..® ®y1n k

Since an operator inequality :

l l 1
S-mysSom) <X TrST)
=1 =1 =1

holds, we obtain

!
I= Z fibfi
i=1
<nmY S, P <24 @2 L b, ® Q2L > Syi
et yl.k®“'®yn;.k l’k mak’ lvk m, k B ® ®y,,, L
ik
By (1.11), we have
I = Z Sm (1)® ®$t(1n) S i(1)®"'®mi(1n)
i(1),...,i(m) .
< nm Z Z <Ti1) @ O Ti(m)s Y1k ® @ Yk >B
i(1),...,i(m) ik
X <2, ® @28 4, b2, ® - ®2,, >B

x < yi,k ® "'®yfn,k, Zi1) ® - @ Ti(m) > B,

which implies that B is X-aperiodic. O



85

2. AUTOMORPHISMS OF Oy

Let 6 be an automorphism of B and U be an invertible C-linear map on the right
Hilbert B— bimodule X satisfying

< Uz, Uy >p=0(<z, y >B), U(bzbt') = 6(b)(Uz)6(d) (2.1)

for z,y € X and b,b’ € B. This invertible operator U induces an automorphism ay
of Ox such that
Qauy (Sz) = SU T

for z € X We note that if the right Hilbert B-bimodule X is ¢CZ, then the U is a
unitary operator on C™ and the automorphism ay is the same as defined in [2]. It
is remarked that the U is a unitary operator in gLg(Xp) if 6 is trivial. At first,
we give some results related with problems whether the restriction ay|r, on Fyx
for ay is inner or not.

Proposition 2.1. Let X be a right Hilbert B-bimodule of ﬁm’te type and U be
as (2.1). If the automorphism ay|x, is inner, then the restricted automorphism
ay|pnrx on the relative commutant B' N Fx must be trivial.

Proof. Let ay|x, be of the form:
au|_7:x = AdV
for some V € Fx. For a right B—basis {u;} and z € X, we get

Z(Uu,-) < Uu;,  >g= Z(Uui)0(< u;, U™z >p)
=ZU(ui <u;, Ulz>p)=UU"z =z.

Hence {Uu;} is also right B-basis. Since ¢ on B’ N Fx does not depend on the
choice of B-basis, we have

ayo|pnrx =0au|BnFx- (2.2)

Since 0™ (T') for T € B' N Fx commutes with F,, and o is isometric *-homomorphism,
we get

lou(T) - Tl
= lim Jlo™ay(T) - o™(T)||
= lim {layo™(T) — o™ (T)||
= lim [[Vo™(T)V* ~o™(T)| =0.
We conclude that ay(T) = T for T € B' N Fy. | O

Next under the some restricted condition, we shall prove that ayp is inner on Fx
if and only Uz = Auzu* for some unitary u of B,A € T and all z € X.

Lemma 2.2. Let X be a full Hilbert B-bimodule with Z(B) = C and U be the
invertible operator in (2.1). If the automorphism ay is of the form:

oy (T) = AdV(T)
for some V € Fx and all T € Fx, then the automorphism 6 of B is inner, i.e.
0 = Adu for a unitary u in B.
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Proof. Let E,, be an expectation as in (1 8). Then, for sufficient large m, the
mvertlble E,.(V) satisfies

ay (T)Em(v) = Em(V)T

for T € F,,. By [3] Lemma 1.6, this operator E,,(V) is scalar multiple of a
unitary V,, € F,, such that ay(T) = AdV,,(T) for T € Fx. We compute, for

_— *
T - SU_121®"'®U~1:E11¢bSU_1y1®"'®U_»1yn|, ’

;1®"'®x1naU(T)Sy1®"'®y1n
=S;1®'-'®1:1,.Sz1®‘ ®x1no(b)'s;1® ®y,,,Sy1®' ‘@Y
=<T1®  ®Tm, 210 @Tm > OB) <Y1® OYm, Y1® @ Ym >B

and
S::1® ®z,,,(V TV*)Sy1® QY
={53.18--@rm VmS218--@zm } 0S5 00y VinSu1 @@y }-

Since {S%. g0z, VinSc1@-@cm } is an element of B, denoted by d(z1 ® - - ® Tm),
we get

<Z1Q QLm, T1 Q- QLm >BOD) <Y1®  QYm, Y1 ® - QYm >h
=d(z1 ® - ®Tm)bd(y1 ® - @ Ym)"
Since X is full , there exists a finite subset {z;} in X such that

Z <z, z; >gp=1.

Thus we get, for all b € B,

6(b) = Z < Zi1) @ ® Zi(m), Zi(1) @ ® Zi(m) >B 6(D)
i(1),.i(m)

3(1),e0si(m)
X <z @ @ Zi(m), 251) @ ® Zi(m) >B
=ubu*
where u = Zi(l) .... i(m) d(zi(1) ® - - ® 2i(m))- Therefore we conclude that the auto-
morphism 6 is implemented by the unitary wu. O

If oy is inner on Fx, then by considering a perturbed operator U’ on X by the
unitary u such that U'z = u*(Uz)u for z € X, we may assume that the invertible
operator U is a unitary of pLp(zp) and 6 is trivial. The idea of the following
lemma is borrowed from Cuntz [1]

Lemma 2.3. Let U be a unitary of pLp(xp). Then an operator W defined by:
W= SuuS; (2.3)
=1

satisfies the statements:

1. W is independent of the choice for right B-basis {u;}
2. W is a unitary operator of B’ N F; such that AdW = ay on F;.



Moreover set Wy, := Wo(W)...o™ (W) and the W,, is a unitary operator of
B' N F,, such that AdW,, = ay on F,,.

Proof. Let {v;} be another right B-basis for X. Then we have

U; = E v; <V, U; >pB
J

and
W = Z Sw >, vi<vj, wi>p)Su;

=" Suv, <vj, u; >p S5,
.j

ZZSU”J'S::'
—~"

Hence the operator W in Fj is independent of the choice for right B-basis. To show
the unitarity of W, we compute

W*W =" 5,58, Sv4, S5,

N i’j

=" Sy, <Uu;, Uu; >p Sz,
1,3

= Su <ui, u; >p 8, =1
2%]

and similarly we have ,
WW* =" Sy, Spr,, = 1.

For b € B, we calculate

BW =" Sub,S;,

7

=ZSqu<u,—, bu;>p :,-
2,7

=3 50,5

Uui OS5 ui<uy, b*u;>p

J

=" Syu; Sy, = W.
J

Therefore W is an element of B’ N F;. Since

WS: =" Sy, S5, S:

ZZSUW <u;, T>pg
7

:SUa: = aU(Sm)

and F, is generated by {S;S; : 2,y € X }, we obtain ay = AdW on F1. Finally it
is clear that Wy, is a unitary of B' N F,, by the definition of W,,. Since {u;) ®

87
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m-times

AN

-+ ® Ui(m) } is a right basis for X ®p---®p X and

— *
Wi = Z SU“i(1)®"'®U“i(7n)Sui(1)®""®ui(m)’
i(1),...,i(m)

it follows from (2) that ay = AdW,, on Fp,. | O

Proposition 2.4. Let X be a full Hilbert B-bimodule of finite type with a left inner
product g < , > and the center Z(B) = C. Then the automorphism ay|r, is inner
if and only if Uz = Auzu* for some unitary u of B some A € C,|A\| =} and all
z € X and the automorphism 6 is of the form: 8 = Adu.

Proof. The part of ”if” is trivial.

The automorphism ay |z, is of the form: ay|x, = AdV for some unitary V in
Fx.By Lemma 2.2, we may assume that 6 is trivial and U is a unitary of gLp(Xp)
by perturbing U by a unitary u in B. It follows from Lemma 2.3 and oy (Fm) = Fm
that

En(V)T =En(VT) = En(au(T)V)
=ay(T)En(V) = W, TW, Epn(V)
for T € F,, where E,, is the expectation in (1.8). By Z(F,) ~ Z(B) in [3]Lemma

16, the element W} E,,(V) € Z(Fy,) is scalar A,. Since limy_yo0 En(T) = T for
T € Fx, we have lim,, ,o |Am| = 1 and

Jim A Am = W
Tim A7 Am — ™ (W]
= n%l_r)noo ”/\;‘:H /\m - W:;;Wm+1 ”

= lim ”/\me - /\m+1Wm+1” =0.

m—r0o0

Hence there exists A € C such that W = AI. For z € X, we obtain

ASy = WS, = Syu,SiSe
= ZSU‘U.,' <Uj, T>B= SU:L"

We conclude that Uz = Az for z € X. _ O

Next we give some results related with problems whether the automorphism ay on
Ox is inner or not. The X-aperiodicity of B plays a crucial role in proving the
outerness of its automorphism.

Theorem 2.5. Let X be a full right Hilbert B-bimodule of finite type and C* —algebra
B is X -aperiodic. The automorphism ay of Ox induced by the invertible operator
U satisfying (2.1) is not inner if B'N Fx is not trivial and the restricted automor-
phism ay|pnryx on B' N Fx is not trivial.

Proof. Suppose that there is a unitary V in Ox such that
ay(T)V=VT



89

for T € Ox. By taking a consideration of a Fourler expansion {V,, }mez of V w1th
respect to the gauge action, we have

ay(T)Vy, = VT - (2.4)

for T € Fx and a4(V,,) = e7"™tV,,. Its proof is divided into three cases:
(i) there is a positive integer m with V,,, # 0
(ii) there is a negative integer —m with V_,, # 0
(iii) Vi, =0 for all m except m = 0.
In the case (i), V,;V,, and V,,V} are non-zero elements of Z(Fx). Since Fx is
simple by Theorem 1.3 , V3V, and V,,V.* must be non-zero scalars. Hence we
may assume that V,, is a unitary. The unitary V,, is of the form:

_ *
Vm - Z Sui(1)®ui(2)"'®ui(m) {Sui(1)®ui(2)“‘®ui(1u)Vm}
i(1),...,i(m)

€ Z Suiu)’@ui(z)'"®ui(m)‘7:x'
i(1),...,i(m)
Since 0™(T) for T € B’ N Fx commutes with F,, and Fx = Use_1 Fm, for e > 0,
there is an integer /o € N such that for [ > [,
Vo (T) = o™ (T) Vom|
I
=|Vemo (T) - Z Suzu)@“z(z) “®ui(m) 9 (T) ui(1)®uiz) ®ui(1n)Vm” <€
i(1),...,i(m)
for T € B'N Fx. By (2.2), we have for [ > [,
lav(T) - a™(T)|
=llo*(eu(T)) — o™ (T)]|
=llay (" (T))Vin = ™ (T) Va|
=[|Vma'(T) = "+ ™(T) V|| < €.
Therefore we obtain ay = o™ on B’ N Fx. By the assumption:B’ N Fx # C, take
a non-scalar Ty € B’ N Fx. Since
To = ag'ay(Th) = o' o™ (Tp),

the operator Tp commutes with F,,. By an iteration, the operator Ty is an ele-
ment of Z(Fx). Since Fx is simple, the operator T, must be a scalar, which is a
contradiction.
In the case (ii), the relation ay(T)V_, = V_,,T in (2.4) is equivalent to
‘I(T)V* = VX, T. Hence ,by the same way as in the case (i), we get aU =™
on B’ N Fx and we get a contradiction similarly.
In the case (iii), It follows from Proposition 2.1 that oy is not inner. O

We apply Theorem 2.5 to Cuntz-Krieger algebras.

Proposition 2.6 (Cuntz-Krieger Algebra). Let X be a full right Hilbert B—bimodule
of finite type (dim¢ X > 1) and the finite dimensional abelian C*—algebra B is X -
aperiodic. The invertible operator U on X and the automorphism 0 of B satisfy
the relation (2.1). Then ay is inner if and only if the operator U is of the form:

Uz = uzu* (z € X) (2.5)

for some u € B and the automorphism 0 is trivial.
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Proof The part of ”if ” is clear.
We suppose that ay = AdV for some unitary V € Ox. Smce B’ N Fx is always
not trivial, by Theorem 2.5 and its proof, we may assume that the unitary V' is an
~element of Fx and ay|pnry is trivial. It can be shown that the operator U in
(2.1) is of the form:

Ubori = Y Co,r (1, K)0(0),0(r).k (2.6)
k

where Cyr := (cs,-(l,k)),, are unitary matrices and {&, Tz} is the basis for X.
Moreover the automorphlsm 0 satisfies a relation:
Ao, r = Qg(s),0(T)

where a, - is the entries of the matrix M above (1.3). By Lemma 2.2, the auto-
morphism 8 must be trivial. By considering element of B' N F; :

Sg"-f~’pTSga.f.k

for o,7 € ¥ and 1 <!,k < a,,-, we have

StoraPr%, ..
zaU(Sﬁu.-erTSg,,_,_k )
=SU£”~"'~IPTS;}§¢'.7.I¢

= Z ca.r(la ll)ca.‘r(k’ kl)S‘go.‘r.l’pTSgo'.T.‘k' ’

U,k
Hence a relation:
Cor(I,1)co.+(k, k") = 8(1,1")0(k,k")1.

holds for all 1 < I[,I',k,k' < a, . This implies that the matrices C, , are scalar.
Those scalar is denoted by C, . and |C, .| = 1. Take elements of B' N F,

S&a.n(1).:(1)®€n(1).a(2’).1(2)®'"®En(m—1).r.l(m)p"'sfa.r(1).1(1)®€r(1).1(2),1(2)®'."®Er(m—1),1—.t(m)
for the two paths go(1)o(2)...0(m — 1)7 and or(1)7(2)...7(m — 1)7 between o
and 7, and we get

*
55a o(1).1(1)O€(1).0(2).3(2) O B&s(m—1).7 l(m)pTSEa (1)1 Q€ (1), 7(2)1(2) B B+ (m—1),7.1(m)

—aU(SEG 6(1) 1(1)®Ea(1),0(2).1(2) B ®Eg (n—1).7 t(m)p"’SE,, (1).0(1) ®€r (1), 1'(2) 1(2)® @+ (m—1).7. t(m))

=Cs,01)Co(1),0(2) - - - Co(m=-1),7Co, 7(1)07—(1) 7(2) - - Cr(m=1),r
*
X Sﬁa,a(l).tu)®€a(1).a(2).1(2>®“'®§a(m—1).r:z(m)pfsﬁa,ru),zu)@&fu).T(2),1(2)®'--®£r(m-1>.r.um)‘

Therefore we have, for all m € N,
Co01)Co(1),0(2) - - - Cotm—1),r = Co,r(1)Cr(1),r(@) - - - Cr(m-1),r-  (2.7)

Since the value of Cy 5(1)Co(1),0(2) - - - Co(m~1),r depends only on the two end points
o, T, it is denoted by D™(o, 7). Since B is X —aperiodic, there is a integer m € N
such that, for all 0,7 € £, a path of m-length connecting o and 7 exists. Fix 70 € &
and we have, by (2.7),

™(o,7)D™(1,70) = D™(0,70) D™ (70, To)-
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Set d(o) := D™(0,70) and D™ (o, ) is equal to d(c)d(7o)d(7). Then we compute
for two paths oo (1) ...0(m — 1)1 and pr(1)...7(m — 1),

ay (S, @ (1).0(1) BEa(1),0(2),1(2) B Oy (m—1).7. t(m)pTSE,, 7(1).2(1) B (1).7(2).4(2) O O r(m—1).7. I('m))
_Dm(a T)Dm(p, T)Sﬁa a(1).21(1)®Ea(1).0(2).1(2) B s (n—-1).7, l(7n)pTS'5p (1), 1(1)®§T(1) 7(2).0(2)®*®E 7 (;m—1),7,1(m)

:d(a)d(p)sfa.a(1).1(1)®€a(1).a(2).1(2)®"'®5n(m—1).%.1(m)stﬁ,,.T(1),1(1)®Er(1),7(2).1(2)®"'®51(m—1).T.z(m) :

U= Z d(o)po -

Then all for two paths 00 (1)...0(m —1)7 and p7(1)...7(m — 1)T,

We set a unitary u € B :

*
ay (Ssﬂ-ﬂ(l).l(l)®£a(l)“7(2)-l(2)®"'®€rf(1u—1).T-l("t)pTS£p,T(1).!(1)®£T(1).T(2).l(2)®"'®£r(1n—1).T,l(m.))
- *
—Ad“(sﬁo.am.zm®Ea(1).o(z).tm)@"'@fa(m—1).r.t<m)pTS€p,r(1).:(1)®£T(1),T(z),z(z)®---®£r(m_1),T,z(m) ) :

Hence the automorphism ay satisfies ay(T) = Adu(T) for T € F,,. Since
D*™(a,7) = D™(0,0(1)) ... D™(o(k — 1),7) = d(o)d(ro)*d(r),
by the same argument as above, we get
ay(T) = Adu(T)

for T € Fim. Then ay = Adu on Fx. On the other hand, ay = AdV on Ox for
V € Fx. Since Fx is simple, we conclude that V' = Au for a scalar A, [A\| = 1. We.
compute

CO',TSE,,.T_, :aU (SEU.T,I)

=uSe, , v
=d(0)d(7)S, .-
Finally we get C, , = d(0)d(7), and
Ufa,r,z = Ufa,r,zU*
for all o,7,l. We conclude that Uz = uzu* for xz € X. O

When we consider the impfimitivity bimodule . B defined in (1.2), The C*—algebras
F.p and O, g are isomorphic to B and the crossed product B x, Z respectively.
Let U be an invertible operator defined by

Ub = a(b)

for b € o B. Then the automorphism ay is inner in O_ g = B x4 Z with ay = AdS;
where [ is an identity of ,B. Therefore, for our purpose, we need the assumption
that the Hilbert B-bimodule X is not an imprimitivity bimodule.

Theorem 2.7. Let X be a full self conjugate Hilbert B-bimodule of finite type and
X is not similar to an imprimitivity Hilbert B—bimodule. The C*—algebra B is
X -aperiodic with Z(B) = C. Then the automorphism ay is inner on Ox if and
only if

Uz = uzu* A
for some unitary u in B and all x € X and the automorphism 0 is implemented by
u.



Proof. Since X is a self con_]ugate Hilbert B-bimodule with its conjugate Hilbert
B—bimodule X, There exists Jones projection ex in pLp(X ®p X X) = pLp(X®p
X) ~ B’ N F; such that

ex(z ® ') = (r-ind[X]) ™! Z“i Qu; p< T, T > “ (2.8)

where z € X and 7' € X and r-ind[X] is a right index of X ([4]). Suppose that the
projection ex is an identity. The projection ex induces the conditional expectation
F from Lp(Xp) to B as follows:

F(T) = (r-ind[X]) Z B <Tui, u; > (2.9)

for T € Lp(XB) ([4]Proposition 3.2) and
| ex(T ® Nex = (F(T) ® DNex.

Therefore the fact ex = I leads us that the expectation F = I. Hence by (2.9), we
have
<y, z2>p=0,4y2=F(0:4)z

=(r-ind[X]) " Y B < bzyu;, wi >= (r-ind[X))'p <z, y > 2.

Defining a new left inner product g < z, y >’ on X by
B <z, y>'=(r-indX])'p <z, y>,

the Hilbert B-bimodule X is similar to an imprimitivity Hilbert B—bimodule. This
is a contradiction. Therefore B’ N Fx contains non trivial projection ex € B'NFs.
By the same proof as the cases (i) and (ii) in Theorem 2.5, we obtain that the
automorphism ay is of the form:

| ay(T) = VTV*
for some unitary V € Fx and all T € Ox. By Proposition 2.4, we get
Uz = Auzu®
for some unitary u € B and A € C,|\| = }¥. Since Fx is simple and
w'VSVu=u"ay(S:)u=AS;
for z € X, the element u*V in Fx is contained in the center Z(Fx) = C. Hence
V = ~u for some v € C, |y| = }¥. We finally obtain that ' :
Sus = ay(S;) = VS V* = uS;u™ = Sugu-
and
Uz = uzu®
for z € X. O
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Professor T. Kajiwara teaches us the existence of Jones projection ex for a bimodule '

X.

Example 2.8. The Hilbert B—bimodule pAp, induced by a C*—inclusion (B C
A, E) of finite indez type with indez E > 1 ([6]), is always full, self conjugate and
not similar to an imprimitivity Hilbert B-bimodule. If the C*—algebra B is simple,
it is clear that F,a, is simple. Therefore for ¢ € Aut(B,A) := {p € Aut(4) :
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¢(B) = B}, o, is inner if and only if p(a) = uau* for a € A and some unitary
u € B. '
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