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An algorithm for solving nonlinear equations
arising from nonsmooth optimization problems
via some generalized Newton method
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1 Introduction
Cousider the following optimization problem:

minimize  f(z)

subject to  g(z) =0,z >0 (1)

where f : R® — R and g : R* — R™. In this
investigation we show a new algorithm for solving
nonlinear equations arising from the problem un-

der the conditions of semismoothness for f and g

rather than they are both twice differentiable (see
[QS)). Here f is called to be semismooth on R™ if
f is locally Lipshitzian on R™ and at any z € R™

there exists the limit
lim
Vedf(zttn)n—h, t—++0{ m
for any h € R™. The set df(z) is the generalized
Jacobian at z € R™ defined by Clarke (|C]) as fol-

lows:
0/(z) = eof,_lim  JF©)

and Dy is the set of points at which f is differen-
tiable. Jf(€) means the usual Jacobian matrix of
partial derivatives whenever £ is a point at which
the necessary partial derivatives exist.

If f is locally Lipshitzian then f is differentiable
almost everywhere. f is semismooth if and only if,
for any V € 8f(z + h) such that h — 0, it follows
that ,

Vh—f (z;h)=o(| R 1),

where f'(z;h) is the classic directional dervative
defined by

flz+1th) - J(z)
. .

J (#;h) = lim

In [QS] the authors deal with solving F(x) =
where F' : R™ — R™. They assume the existence

of the generalized Jacobian matrix V, which is

nonsingular, and they get a theorem for the global
convergence by some Newton method as follows:

Theorem([QS]). Suppose that F is semis-
mooth on S = {z € R" :|| z — 2° ||< r}, where
° € R™r > 0. Also suppose that for any
V € 0F(x), z, y € S such that V is nonsingu-
lar and satifies the following three conditions:

Iv=ti<s,

IV —2)—F(zy—2) |<y|y—=2|,

| Fy)— F(e)— F @y —x) |< 6|y —= |,
where

a=B(y+6<LB| FiE°) < r(1- o).

Then the iterates %! = z* — V1 F(z*),V €
6F(:L‘k) remain in S and converge to the unique
solution z* of F(z) = 0 in S. Moreover it follows
that

2"+ —2* 1<

k—1
T 1l1-a I

| z* —=
fork=1,2,.--.

In an example we illustrate the convergence of
our iterate without the assumption for the exis-
tence of the inverse generalized Jacobian matrices
as well as we show the nonsingularity of the ma-
trices, which are sufficiently closed to the one at
the optimal solution z*. Moreover we show the
superlinear convergence of the above iterates via
generalized Newton method.

2 Mollifier .

In order to apply generalized Newton method
with twice differentiability we consider the follow-
ing function p : R™ — [0, oo) due to Friedrichs



and treat a convolution with p, : R* — R and
a locally summable function, where n > 0 is suf-
ficiently small. p is called to be a mollifier if p
belongs to C*-class, where 0 < k < oo, and has
the compact support in B™. There are many types
of weight functions p. For example we denote

1
ce ==?  for | z||<1;
z)= =
o) { 0 for | > 1.

Here ¢ is a positive number such that
f"m"<1 p(m)dx =1 Forn >0and || z ||< 7 we
denote

@) = (1) o)

It is well-known that if F': B™ — R is in CP-class,
p > 0, then the convolution

B@=[  FOma-od
llz—¢ll<n
is in CP-class and
F,— Fasn— 4+0in C?,
In what follows we define

Ja(Z) (f * py)(z);
gn(x) = (g*p,)(2),

I

where
Gro)@ = [ f@ma-d
l=—¢€ll<n
Gro)@ = [ (oo
|lz—&li<n
We define
Ln(w) = fo(x) + yTgn(w) - sza
where w = (z7,37,20)T € R',l = 20+ m. And

also we deal with nonlinear equations arising
from the optimization problem as follows:

Vo Ln(w)T
gn(z)
mw=| #m =0 @

Tnin
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where r,, : R* — R'. And also we show a new algo-
rithm for solving the above nonlinear equations.

Then it follows that £, (-) is twice continuously
differentiable on R! for any n > 0. In this pa-
per we suppose that there exists a unique optimal
solution of (1):

Assumption(A1l). There exists a unique op-
timal solution z* of (1).

3 Generalized Newton Method

We suppose that the following conditions hold
in order to show a new algorithm by some gener-
alized Newton method.

Assumption(A2). Suppsoe that there exists
an 1o > 0 as follows. Let w* = (z*T,y*T, 2*T)T e
R’ be a saddle point of £, for 0 < n < no. Denote

D={weR | w—w|<e}
for € > 0. Suppose that the following conditions
(i)-(v) hold for 0 < 1 < 7p:

(i) Both f,, and g, are twice continuously differ-
entiable and their derivatives satisfy the following
Lipschitz conditions: ‘

| V2 fa(@s) = Vafa(@2) IS L) 21— 22 |,

| V2T 9n(21)) — V3 (¥3 gn(@2)) ||
SLlnn—w2 ll + 22— 22 )
for (x17y17z1)’ (xZ,y21 Zz) € D,

(i) Let I* = {i : * = 0}. When i €

I*, then 2z > 0, where 2} is the i~th element
of z* and z; the i-th element of z* ;

(iif) The set
(Vg (@)T 1i=1,+-,m}U

{e;=(0,---,0,1,0,--,0)T ;4 € I*}
is linearly independent for w € D, where g, =
(97,9807

(iv) V2Ly(w*) > 0;
(v) Let 0< 6 < 1and 0 < ¢ < 1 satisfy

Bob+¢eLlo < V2 -1,
1—M8R1 > 0.

Let an integer N > 3 be



( Bob+elo+1 )N—2
(Bo(s + €Lo)"1 -1

§— 62
S .
30(52 + e [L +14/(L+1)2 4+ 8gngol()62£fl_)§22]
Here Rz =  sup || uwrn(w) [,
weD!ne(O!'ﬂO]
5 i L eRy)
® = T1-MeR, ’
M=L+1,
Ri= sup | (Vury))™ |,
“’EDWG(OWOI
Ri(1+4 6%)
L = su i yT T —_
’ wEDng,m] 1= g @) 1—-MeR;

By applying the generalized Newton method,
we get the following algorithm of solving r,(w) =
0. Denote norms by

EIEDI!
| Al= lay]

for z € R™ and A = (as;),1 < 4,j < I, respec-
tively.

Algorithm. Find a sequence
{w® = (zWT BT WY b1 9.
such that
w® ) = & E (R, (w®),

where V®) (k) is closed to the Jacobian matrix
(Vwrn(w*)) ™! for the sufficiently large k. We con-
struct two I x [— matrices

{Uk) : k=1,2,---};
{V(p)(k) : k: 1’27.“;p: 172,"'7k}. .
Let 7 = no/k. Denote r,, = ry.

Choose w» € D. For k = 1,2,--, do the
following steps.

Step 1. For 1 <k < N, find U(k) such that

I Vwre(w®)U k) ~ 1 |I< 6,
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where [ is the identity matrix. Put
VO =U(k)

and go to Step 2.
Fork>N+1,N+2,---, put

Uk) =V D(k-1).
Go to Step 2.
Step 2. For p= 1,2, -, k, compute {V®(k)}
such that

V@ (k) = VED (k) 2] — 7ori(w®)VED (k)]

Step 3. Compute

w* D = ® — VE (Eyr (w0 ®).

Go to Step 1.

In [N7] the authors show an algorithm by general-
ized Newton method, which is applied by the idea
of C.Neumann expansion. In the algorithm one
finds an matrix U (k) satisfying the inequality of
Stepl for each k. In the above algorithm we find
U(k) with k=1,---,N.

The following theorem can be proved by the
mathematical induction.
Theorem 1. We have

I 1 — Vurk(w®)VE (k) ||< 62

for k=1,2,....

Our iterate by the generalized Newton method
gives the superlinear convergence to the optimal
solution of (1) as follows:

Theorem 2. It follows that
I wkETD _ (R I
< Bot® | w® —w* || +Lo | w® —w* |2

for k> 1.

In the following example we show our main re-
sults which are important estimates and the su-
perlinear convergence by the generaliezd Newton
method.



Example. Consider an optimization problem:

minimize  f(z) = z3(|sin l;il +2*%)
subject to 0<z<1. (P)
Denote
9z) = 1~ 1+22=0;

z = (z1,22)T >0

@) = [ fevm- i
R? ‘

Ly(w) = [fo(@)+yg(x) — (2171 + 2272);

£ = (6,67

w = (@f,y,20)7T, z= (z1,22)T > 0.

In the same way as in Section 1 we get

Valn(w)T
9(z) —0,
X127
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r(w) =

Ofn | .
Van(w)T:'( o tU— 2 )

6.’B2 +y

We have the optimal solution of (P) : w* =

(0,1,3*, 21, 25) satisfying
of,
e R = 22700.1) — o*
Y~ € 2; am’i (07 ) Yy >0a

where 7 = 1,2. Then (A1) and Condition(ii) in
(A2) hold for sufficiently small 6, . Since there
exists an L such that

2  sup
weED,0<n<1

| Va(V20n(w))s5) ||§ L

and maxo<z<1|f(2)| < 1, where the above left-
hand term is the gradlent of the ij-element of
2y (1), we have

I Vafa(@1) — Vafal@) IS Ll 21— 22 | .

It can be easily seen that (iv) in (A2) is satis-
fied. Since v.g(z) = (1,1) and {¢; : i € I*} =
{(1,0)T}, Condition (iii) in (A2) holds. We get
the following estimates:

I Vwre(@®) = ure(w*) | < M| w® -
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| Vwrk(w®) | < Ry + Ms;
I 1 = Vurk(®) (Guwr(w*) ™| < eRoM;

R
B)N-1) < 2
Ry6*
(k) _ (R)yy—1 2y

VR E) — (Twrr@®)) |
< R36®" + RsRoM || w® — w* |,

— B : *)
where R = —j25-. Since ro(w*) = 0, we have,
as k — oo,

| D — o |

< Bot®" || w® —w* || +Lo | w® —w* |2,

Hence we have the superlinear convergénce to the
optimal solution of (P).
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