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Homogenization of fully nonlinear PDEs and
backward SDEs
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In this note, we discuss a probabilistic approach to homogenization of fully
nonlinear second-order PDEs of parabolic type. We also study the rate of
convergence of solutions, which can be regarded as a byproduct of our stochastic
representation of solutions based on backward stochastic differential equations.

1 Problem.

Let us consider the Cauchy problem with small parameter € > 0 of the form

—uy + H(e™ 2, u, Uz, Uzg) =0, in [0,T) x R4,

- u(T, z) = h(z), ~on RS,

where u; stands for the partial derivative of u with respect to t, and uy; and ug,
denote its first and second derivatives with respect to z, respectively. The continuous
function H : R% x R x R? x R%*4 — R, called Hamiltonian, is assumed to be Z9-
periodic with respect to its first variable. = We also assume that h(:) is a bounded
and uniformly continuous function. It is well known that (1.1) has a unique solution
in the viscosity sense if H is proper (possibly degenerate elliptic) and satisfies some
other structure conditions (see [6]).

Our aim is to prove the following convergence theorem (homogenization) under
certain conditions on H. ‘
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Theorem 1.1. Let {u®(t,x);e > 0} be the family of viscosity solutions to (1.1).

Then, as € goes to zero, it converges to a unique viscosity solution uo(t,z) of the
following PDE

—ug + ﬁ(u,uz, um) =0, in [0,T) x Re,
u(T,z) = h(z), on RY.

(1.2)

Here, the effective Hamiltonian H = H(y,p, X) is defined by the cell problem
(1.3) H=H®n,y,p, X +vpm(n), (v(-), H) : unknown.

Such kind of homogenization problems have been largely studied by the so-called
perturbed test function method based on the theory of viscosity solution (see [1],
[2], 8], [9] for details). On the other hand, it seems to be worth studying (1.1)-(1.3)
from probabilistic view point, for the class of fully nonlinear equations of this form
contains important and interesting examples that are closely related to stochastic
problems. Hamilton-Jacobi-Bellman equations (HJB equations, for short) are the
most typical ones. There are also a number of literatures concerning homogenization
of second-order PDEs treated by probabilistic methods. In particular, for the inves-
tigation of nonlinear PDEs, the notion of backward stochastic differential equation
(BSDE) is useful (see [3], [4], [7], [10], [12] for the homogenization of semi-linear and
quasi-linear equations by BSDE approaches, as well as [5] for that of fully nonlinear
HJB equations). We remark that the literature [11], which this note is based on, also
uses BSDE approach to prove the homogenization of fully nonlinear second-order
PDEs. -

The novelty of this note (and therefore that of [11]) is that under the assumption
that -H is uniformly elliptic and convex in the last variable, we obtain an estimate
of convergence rate of solutions at the same time (Theorem 1.2 below). As far as
fully nonlinear second-order equations concerned, to the best of our knowledge, such
kind of rate of convergence have not been studied neither by the viscosity solution
method nor by the probabilistic one.

Theorem 1.2. Let § € (0,1) be the Holder exponent of the second derivatives of
solution w0 to (1.2), i.e. u® € C119/2248([0, T] x R?). Then, for every compact
subset Q of [0, T) x R4, there exists a constant C > 0 independent of € > 0 such that
the following holds :

24
sup |u®(t,z) —u0(t,z)| < Ces .
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Remark 1.3. Under Assumption 2.1 below, it is known that (1.2) has a unique
classical solution in the Holder space C179/22+8(]0, T x R%),

This note is organized as follows. In the next section, we give the precise assump-
tion on H we suppose throughout this note. In Section 3, we discuss a stochastic
representation of solutions by BSDEs. This interpretation makes us possible to
treat homogenization of fully nonlinear equations in a probabilistic way. Section 4
is devoted to the proof of Theorem 1.2.

2 Assumption.

Throughout this note, the terminal function h(-) is assumed to be of CJ-class.

Concerning the Hamiltonian H in (1.1), we make the following assumption.

Assumption 2.1. There exist K and v > 0 such that H satisfies the following
conditions.

(Al) H is of C?-class and all second derivatives are bounded.

(A2) H is convex in X.

(A3) For every (n,y,p, X) and £ € RY,

viER < Hmy,p, X) — Hny,p, X +€®€) < v Y€2,

where £ ® £ stands for the (d x d)-matrix defined by (§ ® £);; := £i¢J.
(A4) For every (y,p, X), (¥/,p/, X’) and n,

|H(n,y,p,X) ~ Hn, ¢, 0/, X')| < K{ly— /| + Ip - P'| + |X - X'|}.
(A5) For every n, 7 and (y,p, X),

|H(n, 9,0, X) — H(n', 9,0, X)| < K1+ |p| + | X|)|n — 7|

3 Stochastic representation.

In this section, we introduce an appropriate family of controlled BSDEs in order to
obtain a stochastic representation of solutions to (1.1). For this purpose, we prepare
the following lemma.

Lemma 3.1. Let us set E := RxR%xR%*4, Then, there exist a bounded continuous
function a on R® x E taking its values in the set of symmetric matrices S¢ c R9%4



and a continuous function f : R x R x R% x E — R such that H can be written

as follows :

d
(31) H(x, yvan) = %lea%{_ Z a”(ma C)X’U - f(l', vp, C)} )
ij=1
where the mazimum of the right-hand side is attained when ¢ = (—y,—p, —X).
Moreover, we can take a = (a¥) and f such that o/ is Lipschitz continuous uni-
formly in z, and f is Lipschitz continuous uniformly in (y,p) and satisfies under
the notation ¢ = (o, 8,7) € R x R? x R%*4 the following inequalities :

(3.2) ~K(1+min{ly|, |a|} + min{|p|, |8}) < f(2,3,2,¢) < K(1+ |yl + |p| +[¢]),
where K is a constant depending only on K.

Sketch of the proof. We define a* and f by

aij(xy C) = I?X,»,- (xv C) [}
f(z,y,p,¢) = Hx,;(z,)vi; — H(z,) + Kla +y| + K|B+p|,

where H(n,y,p, X ) == H(n, —y, —p, —X). Then, by convexity and uniform Lipschitz
continuity of H, we can easily check (3.1) as well as all properties of a and f stated
in this lemma. . a

Now, let us take any complete probability space (£, F,P) with d-dimensional
Brownian motion W = (W;)o<t<r and set Wy := Wy — Wy, Fr o i = o (Wit <1 <
8) VN, where N denotes the totality of all P-null sets. We fix an arbitrary point
(t,x) € [0,T] x R* and consider the following system of forward-backward stochastic
differential equations (FBSDEs) :

dX7¢ = o(e7 X3¢, ¢s) dWys,
(3_3) —de’C — f(s-lxg,C,Y:,C’ Z:’,C’ Cs) ds — U*(a—lxg,c, Ca)ZS’C th,s ,
XPt=z, Yt=h(X),
where ¢ : Q x [t,T] — E is a given F; s-adapted control process satisfying the
integrability condition E f(;F |¢s|2ds < co. Notice that o = (6¥) : R? x E —» R9xd
is a bounded and Lipschitz continuous function such that 3 %_,(6%07)(z,¢) =

2a% (z,¢). Then, we can show the following theorem (see [11], Theorem 1.3 for its
proof).



Theorem 3.2. Let u(t,x) be a solution of (1.1), and let (X=¢,Y*S, Z5¢) be a

unique pair of solutions to (3.3). Then, we have the following representation formula
(3.4) uf(t,x) = ir(xf YE©,

where the infimum is taken over all admissible control processes.

4 Probabilistic approach to homogenization.

The aim of this section is to give the sketch of proof of Theorem 1.2. To avoid

heavy notation, we set
- v(n, s, z) 1= v(n, uo(s,x),ug(s, a:),ug,_.(s,x)), (s,z) € [0,T] x RY,

where v(n, y,p, X) is a solution to the cell problem (1.3) with (y, p, X) frozen. Then,
by applying Ito’s formula to Y% —u0(s, X5) —e20(e 1 X5, 5, X5°), we can expect
the convergence of the form :

liminf B[V — (s, X54) — 207 X5, 8, X3) ] =0

Unfortunately, the above observation cannot be justified since v is not differentiable
with respect to (s, x). Nevertheless, for each fixed (s, z), v is twice differentiable in

n. So, we can prove the convergence by using local arguments (i.e. by freezing the
slow variable (s, X5°)).
For this purpose, we first set —}7?( = Yo< —ul(s, X5°), 7;’( = Z5¢ —ul(s, X5°).

Then, (—172’(,75’{) satisfies the following linear BSDE :

~dY5¢ = (B(s, X%, e71X55, ) + ¢35V + 9575 Y ds

—o* (E_IXSE’{a Cs)zi’c th,s 5

Y# =0,
where the function 8 : [0,T] x R x RY x E — R and bounded processes (¢5°),
(¥E°) are defined as follows :

_0_(3,3;, 7€) = F(uo(s,z‘), ug(s’z))ugz(s’x))
+a" (0, Q)udiyi (s,2) + f(n,u’(s, z),u(s,2),0)

1
. /0 £ 1XES, XYES + (1 = A)u(s, XS, 6l (s, XEX), ¢3) dA,

1
Yok = /0 Fo(e71XE8, VA4 AZES 4 (1 — A)ul(s, X55), Co) dA.
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From the general theory of linear BSDEs, 7;&4 can be written as
T
(4.1) 7o = E/ TeC8(s, X5, e 1 X%, () ds,
¢

where ' > 0 is an Fi s-adapted process such that

supE sup |I%)? < o0, Vg >1.
e>0  t<s<T

Note that it is possible to write down this process explicitly (see [11]).

Next, for any given N € N and n > 0, we consider the N-partition of the time
duration

N-1 .
T-t .
(t’T]ZUAJ:=U(SJ’3j+1]1 SJ=t+.l(T)-’ J:O,l,...,N,

and the disjoint decomposition of the ball B(n) := {z ¢ R%; |z| < n} = U,c]\’:l1 By,
where By € B(R?) (k =1,2,...,N’) are constructed by a finite open covering of
B(n) with radius less than 1/(2n). Then, we have the following lower estimate of
infc ?:’C.
Proposition 4.1. For everyq> 1 and zx € By (k = 1,...,N’), we have

(4.2) ixéf?:’c +C (N9 +nINA-O/2 L N6/2 4 8

N-1 N’

>—s1ép ZZE/ ry 1{X5C€B }V(sJ,mk, “1XE€,¢s) ds)

where & > 0 is the exponent appearing in Theorem 1.2 and we have set V(s z,1n,¢) ==

Zz,_; 1a‘ (77 C) n‘ni<n’s :L')
Sketch of the proof. We set

Ap={sup |X5¢|<n}, Bony={ max sup|X~ X6 < 1/n}.
t<s<T 0<SjSN-14ep, ’

Then, for each fixed ¢ > 1, Chebyshev’s inequality yialds

(4.3)
C(1 + |z|)% phlie Cn(T — t)
PAn) s =57 PBan) < ,Z{, Cn*sjy1 — 84! = ——For—,

where C > 0 is a universal constant independent of n, N, ¢, etc. Since u® €
C1+9/22+8(]0, T] x R?), we can also show that

(4'4) |§(S, z,mn, C) - a(slv xla m, C)I < C{'S - 81'5/2 + l:L‘ - ml[&} .
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Now, for each k = 1,...,N’, we set Cjj := {X§]’.< € By} and fix z, € By
arbitrarily. Then, taking into account that A, C UkN__il Cik and C;pNCjp =0 (if
k # k'), for every s € A;, we have

6(s,X5¢, 61 X55,C)
N/ B _
= Z 1AnﬂBn,N 1Cj,k{ 9(3’ X:':C’ E‘IX?C9 Cs) - G(Sj, T, E“IX:’C, Cs) }
k=1
N/ _ _
+ Y 14,08, w10, 0055, Tk, 71X, ) + L 4B, n)e 008, X5¢,671X54, ().
=1

- Furthermore, since g(s,z,n, ¢) 2 =V {(s,z,n,¢),

-9-(37Xs€’<’ 5-1_){35»(’ Cs)

NI
2 Z lAnﬂBn,N 1Cj,k{ 5(8, X:,g) E_IX.sE’C) Cs) - 5(3]'; Tk, E—IX?C) Cs) }
k=1
NI NI
- Z ICj‘kV(sja Tk, E—1X:’<$ Cs) + Z 1(AnﬁB-,,'N)c ].Cj‘kV(Sj, Tk, €—1X§’<3 Ca)
k=1 k=1

- 1(AnﬂBn,N)c V(S, X:’C) s—lxj’cv Cs)
=: Ui (s) — Ti(s) + Ti(s) — ¥i(s).

By plugging the right-hand side into (4.1),
= N1 8j+1 . . . ,
Vi¢> 3B [ TR () - o) + Bi(e) - W(s)) ds.
j=0 85

We estimate the right-hand side one by one. Remark fist that on the event A, N
Bu N NCjk,
1 X5¢ — 2] < |XP¢ = X568 4+ |XSF —akl <2/n forall seA;.

Then, by (4.4), we have

NI
E /A r5¢w(s)ds | < K B fA T$1annmn 3 Loy, {1s — 8519 +1X5€ - o4/? } s
J J k=1

< C (8541 = 85) (Isj41 — 8512 +n78).

By using (4.3), the inequalities

'E/ I‘i’C\Ili(s) ds| < |V|peo(sj4i — 55) \/P((A,,HB,,,N)C) E sup |I‘§’C|2
4; t<s<T

S CVipee (8544 — 85) {n79(1 + |z[)? + nAIN(-90/2}
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hold, from which we obtain
}E / rgvfxyg(s)dsl < C|Vipeo(sjsi — 85) {n (1 + [z])? + nINT-9/2}
A;
since EkN__I_l lcj’le(sj,xk,5”1X§’C,§s)| < |V|pee < oo. Thus, we have
_ N-1 .

45 Yi*>-S"E / IeXWi(s)ds — C (n~9 + ndNG-9/2 4 N=8/2 4 =8,
=0 A4

where C > 0 depends only on |z|, §, K’, T and |V|ie. The above inequality

doesn’t depend on the choice of ((;). Hence, we have completed the proof. a

We can also prove the inequality of the opposite direction in the same manner
(the proof will by a little more complicated since we have to choose a “nice” control

according to the parameter € > 0. See [11], Proposition 2.5).

Proposition 4.2. Let N, N' € N, n >0, ¢ > 1, etc. be the same parameters as in
Proposition 4.1. Then,

- (4.6) izclfo’C —C(n 9+ nINO-0/2 4 N=8/2 L =)

N-1 N’ 8j41 . Clyec
< Slclp Z ZEﬁ Fs’ 1{X§J"C€Bk}v(sj’ Tk, € Xs, ,Cs) ds
7=0 k=1 7

Lemma 4.3. For every N, N’ € N, we have

N-1 N’

N
EE/ lcj,kri’CV(sJ‘,.’Ek,E_IX:’C,Cs)ds
=0 k=1 Y&

<(e+e?)C+eCN.

sup
¢

Sketch of the proof. We set 7/*(n) = v(n, s;, zx)—v(0, s;, z&). Clearly, ﬁ;’k(n) =
vp(7, 85, Tk)s W,’,’f(n) = vpn(n, 85, Tx). Thus, by Ito’s formula,

I\E,C i)_j’k (8—1Xe,C

8j41 8j+1

)~ TEf (e x5)

| 1 iy
=5 /A res V(sj,mk,s_lXj'(,C,)ds+Z / s (o™ %) (e 1X8¢, ¢o) dWy s
; .

Aj

1 .
3 [ T oI QU T XS ds
J

A

+ / T gk (=1 X5C) g€ dWW, , + / red pik (e=1X56) §S€ ds



Remark here that each of stochastic integral terms appearing in the right-hand side

is a Fs-martingale and Cjx € F,;. Taking expectation of both sides, we have
E /A 1, L5 V (sj, zk, e 1 X5, () ds
g
= —<5[1c,, /A D€ o™ X5, ) Y - B (e XES) ds |
5
- B[le,, [ 3T g6
3
+&°E e, TS, ¥ (e XES,) — Tl vk (e XE0) }.

Thus, we can deduce the desired inequality by summing up over all j, k, and taking
supremum over all controls. 0

The proof of Theorem 1.2. From Propositions 4.1, 4.2 and Lemma 4.3, we
obtain the following estimate :

| iICIf-Y—E’C| SO T+ nINUD2 L N7O2 4 n 0 4 et e 1+ £2N),

where C > 0 may depend on T > 0 and |z| but is independent of N, n, ¢ > 1 and
€>0.
Fix arbitrarily v;, 42 > 0 and define n € R, and N € N by

ni=eT, No=[em] 41,
Then,
(4.7) |irc1f7?f’< | < (M9 4 M@ D219 4 /2 | bn | oy o2y 2wy,
from which we get the following inequality :

| i?f Y| < CeFmma)

where F(v1,72,q) = min{~2(q¢ — 1)/2 — 11q, 671, 2 — ¥2 }. By straightforward
computation, for each fixed ¢ > 1,

Frox(q) :=max{F(7,72,9); 0 <m < (g—1)y2/2¢, 0<vy2<2}
_ 26(g—1)
T 2¢+6+6q°
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Since the last term is increasing with respect to g and converges to 26/(8 + 2) as

g — +o0, we finally obtain

- 28
) inf Yi‘cl < lim C ¢Fmax(2) < Cexs,
¢ qg—-+oc

We have completed the proof of Theorem 1.2. |

Remark 4.4. If v and u® are sufficiently smooth (e.g. v(n,y,p, X) € C*(R? x R x
R? x R%*9) and u0(¢, z) € C>*([0, T] x R)), then the local argument we used above
is not necessary and the rate of convergence can be improved. In fact, let us consider
the case where the Hamiltonian H is linear with respect to (y,p, X) :

d ‘ d
H(n,y,p, X) =~ a¥(n)Xy; — > _ b'(m)pi — c(n)y.
i,j=1 i=1

Then, the corresponding FBSDE can be written as

dX: =b(e71X%)ds + o(e"1X5)dW,,, Xi==z,
—dYE = c(e71XE) Y ds — o*(e71XE) ZEdW,,,  YE=h(X5),

where we have set oo™ = 2a. Then, it is well known that the effective Hamiltonian
H in (1.2) is characterized by

d d
H(n,y,p, X) == @9Xy~ ) bpi—cy,

.g_=/[ dg(n)m(n)dn’ g=aija bi’ C,

where m(n)dn is the invariant measure on [0,1)¢ associated with the differential
operator L := a%¥(n)8,:0,;.

Now let v = v(n,y,p, X) be a unique solution of the cell problem (1.3) such that
v(0,y,p, X) = 0. Then, v satisfies

v(n, M1O1+A202) = Av(n, ©1)+Av(n,02), VA ER, O; = (yi,p:, Xi), i =1,2.

In particular, v is infinitely differentiable with respect to (y, p, X).
Now, let u® be a solution to (1.2) and we assume that u® € Cb2’4([0,T] x R9).

Then, by Ito’s formula, we can easily see
| Y5 —u%(s, X5) — e%0(e7 X5, 5, X5) | < Cle + €7),

which is (formally) the case where § = 2 in Theorem 1.2
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