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On Dividends for Cooperative Games
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1 Introduction

All cooperative games (transferable utility games) on a finite set of palyers form a finite
dimensional vector space (linear space). The set of unanimity games is a basis in this
vector space and the Harsanyi dividends are coefficients in the representatin of a game
as linear comibination of the unanimity games. Thus they play a very important role
in cooperative game theory. In this paper we discuss two practical situations of games,

restrictions on coalitions and fuzzy extensions of games, and show some useful results
based on the dividends.

2 Dividends for cooperative games

Let N be a finite set of n elements, i.e., N = {1,2,... ,n}. Elements of N are called
players. Any subset of N is called a coalition. A (transferable utility) game on N is a
set funcion v : 2§ — R with v(9) = 0. The function v is usually called a characteristic
function and each value v(S) is called the worth of the coalition S. The set of all games on
N is denoted by I'V. In the following, we use abbreviated notations such as v({¢}) = v(3),
SU{i} =8SUi, S\{i} =8)\iandsoon We also denote the set 2V \ § as Q.

Definition 1 A game v € I'VN is said to be

1. monotonic if v(S) < v(T) for all S,T C N such that SCT,

2. superadditive if v(S) + v(T) < v(SUT) for all S,T C N, such that SNT = 0,

3. convez if v(S) + v(T) < v(SUT)+v(SNT), for all S,T C N, or equivalently if
v(SUi) —v(S) <v(TUi)—v(T), foralli€ N, and SCT C N\:.

Definition 2 A game v € TV is said to be symmetric if the condition |S| = |T| for all
S,T C N implies that v(S) = v(T). T

The sum of two games v, w € I'V is defined by (v+w)(S) = v(S) +w(S) forall SC N,
and the scalar multiplication of v € I'V by a scalar a € R is defined by (av)(S) = av(S)
for all S C N. Thus the space I'" of all games on N is a vector space and its dimension is
clearly 2" — 1, since each game is specified by the worths v(S) for all S C N with S # 0.
As a basis in this space we may consider unanimity games ur defined by

1 SDT,
ur(S) = { 0 otherwise,



for any T' € Q. Then each game v € I is a linear combination of unanimity games,
v= Z dr(v)ur.
TeQ
The coefficient dr(v) is given by
dr(v) = Y (-1)T¥ly(8)
SCT

and called the (Harsanyi) dividend of T' for the game v. For convenience’ sake, we may
put dg(v) = 0. In combinatorics, d.(v) viewed as a set function on 2 is called the Mébius
transform of v. The dividends satisfy the following recursive formula:

0, ifT =9,
dr(v) = { o(T) = ) ds(v), T #0.
ScT
This formula can be also written as
v(3), if T = {i} fori € N,
dr(v) = { o(T)= Y ds(v), fTCN,|T|>1.
0£ScT

It is obvious that dp(v+w) = dr(v) + dr(w), dr(av) = adr(v). We should also note that

v(S) = Z dr(v), VS € Q.
Teq,TCS
Definition 3 A game v € I'V is said to be
1. positive if dg(v) 2 0 for all S € Q.
2. almost positive if dg(v) > 0 for all S € Q such that |S| > 1.

We may describe some properties of games in terms of the dividends.
Proposition 1 A game v € IV is symmetric if and only if the following holds:
|S| = |T| for S,T C N = dg(v) = dr(v).

Recalling that v(S) = E dr(v), agame v € 'V is monotonic if and only if Z dr(v) <
9£TCS ##£RCS
Z dr(v), ie., Z Z dgiur(v) 2 0 for any S,T C N with § C T. Similarly, a
P#£RCT S'CS @#£RCT\S
game v € I'V is superadditive if and only if Z Z dsiur(v) 2 0. Moreover, for

0£S'CS 0#£T'CT
SCNandi ¢S, v(SUi)—v8) = Y. daw)— Y dr(v) =" dsul)
Re,RG SV . Ref)},RCS S'cS

Therefore, a game v € IV is convex if and only if | |
2 dgw(v) < Y dps(v), e, Z E dsurui(v) = 0
| s'cs T'CT S'CS@£RCT\S
for any i € N and S C T C N \ 4. Thus any positive game is convex.



3 Solutions based on the dividends for cooperative
games

In a game v € I, the main issue is the distribution of the worth v(N) among the
palyers. A one-point solution of a game is specified by a function ¢ : TN — R", which
asscoaites a payoff vector ¢(v) = (¢;(v))ien called the value with each game v € I'V.
Since this function ¢ is usually assumed to be linear (with respect to v), the value is a
linear combination of the values for unanimity games, i.e.,

$(v) =Y dr(v)é(ur)-
TeQ
Typical examples of values are the Shapley and Banzhaf values given by

1

s 1
— ifieT — . ifieT
pi(ur) =3 T’ Bilur)={ 2™ U°
0, otherwise, 0, otherwise.

respectively. Thus

dr(v dr(v)
a= 3 I pw- > A
TeN, T TEQN,T>i
respectively. v
More general value is given by the sharing system p = (pJ )reqer satisfying p > 0 and

Z p';" =1 for each T € €. The set of all sharing systems is denoted by P. The payoff
j€T
vector ¢?(v) € R™, p € P, given by

#w)= Y, par(), ieN
TeN,Tai
is called a Harsanyi payoff vector [5] or M&bius value (in a restricted case) [3]. It is obvious

that z #%(v) = v(N), i.e., the Harsanyi payoff vector is efficient. Strictly speaking, the
€N
Shapley value is a Harsanyi payoff vector, but the Banzhaf value is not.
Other solutions are given by set-valued solutions. The most fundamental set-valued

solution is the core of v, defined by
C(v) = {z € R" | z(N) = v(N), =(S) > v(S), VS € Q},

where z(S) = Y .5 %i. Another set-valued solution is the Harsanyi set (Derks et al. [5])
or the selectope (Bilbao et al. [2], Derks et al. [4]).

Definition 4 The Harsanyi set H(v) of a game v € 'V is defined as the set of all
Harsanyi payoff vectors, i.e.,

H(v) ={#(v) | p€ P}.



The Harsanyi set can be defined in another way as the selectope (see Derks et al. [4]),
which will be discussed later.

Proposition 2 [5] For each game v € I'V, C(v) C H(v). Moreover C(v) = H(v) if and
only if v is almost positive.

4 Dividends for cooperative games under restrictions
on coalitions

In this section we deal with restrictions on coalitions.

Definition 5 A subset of 2V, i.c., a set of coalitions F is said to be a feasible coalition
system (FCS for short) on N if it satisfies the following:

QeF, {i}eF VieN.

A maximal coalition that belongs to F and is contained in § is called an F-component
of S. We denote by Cz(S) the set of the F-components of S. -

Definition 8 Let v € TN be a game and F be an FCS on N. The F-restricted game
vF € IV of v is defined by

v7 (S) = Z v(T).
TeCx(S)
Definition 7 An FCS F on N 1is said to be a partition system (PS for short) on N
if, for all S C N, the set Cx(S) of F-components of S is a partition, i.e., if Cx(S) =
l

{T,...,Ti} then ,NT; =0 (i # ) and | T; = S.

i=1
An FCS F is a PS if and only if
SSTeF, SNT+#0 = SUTEeF.

Now we let F be an FCS and consider the dividends for the F-restricted game v” of v.
We define the F-restricted dividend df(v) of T € F for v in a recursive manner as follows:

0, ifT =0,
ar) =1 v0) - ¥ &w), iTe7F,
SCT,SeF
or
v(3), if T = {i} fori € N,
@) =4 oT)- Y. @), ETeF |T|>1
P#ASCT,SeF



Theorem 1 Let v € I'N be a game and F be a PS on N. Then

F .
dr(v”) = { z"(v)’ :ﬁ :i

(Proof) Note that dyp(v™) = dj (v) = 0. We prove the theorem by induction. First let
T={i}forie N. Then T € F and
dr(v”) =v*(T) = o(T) = df(v).
Next consider the case |T'| > 1 and T € F. Then
&) = (1) - S ds@P) =o(T) = 3 dE(v) = ().
scr ScT.SeF
Finally, consider the case |T'| > 1 and T ¢ F with Cx(S) = {T,... ,Ti}. Then
!
dr(v”) =v" (1) - Y ds() =Y (@) - ) d)
scT i=1 ScT.SeF

If SC T and S € F, then there exists k € {1,...,1} such that SN T} # 0. Since F is a
PS, SUT, € F. In view of maximaility of Tk, S U Ty = T}, which implies that S C Tj.
Hence

l
(") =3 @) - Y dw)=o.
i=1 SCT;,8eF
This completes the proof of the theorem. [

Thus if F is a PS, we may consider a one-point solution of a game v € I'N under the
PS F by the Harsanyi payoff vector of the restricted game v*, i.e., for p € P,

#0) = Y mar(w)= Y pldf(), ieN.

TeqQ,Tai TeF T3t

Now we consider set-valued solutions of v under F.

Definition 8 Let F be an FCS on N such that N € F. Then the core of v under F is
defined as follows:

C(F,v) ={z € R" | z(N) =v(N), z(S) 2 v(S) VS € F}.
Proposition 3 [1] Let F be a PS on N with N € F. Then

C(v”) = C(F,v).
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Definition 9 Let F be an FCS on N such that N € F. A selector on F is a function
a: F\ {0} = N with a(S) € S for every nonempty coalition S € F.

We denote by A(F) the set of all selectors on F.

Definition 10 Let F be an FCS on N such that N € F and o € A(F) be a selctor. The
selection corresponding to a is the vector m*(F,v) defined by

my (-7: ) v) = Z dg(v)
SeF,a(9)=i

for everyi€ N andv e TV,

Definition 11 Let F be an FCS on N such that N € F. The selectope for a game
v € TN under F is given by

S(F,v) = conv {m*(F,v) | a € A(F)}.

For a sharing system p € P, the F-restricted Harsanyi payoff vector ¢*?(v) € R" is
given by

¢7*(w)= Y pldf(v), i€ N.
TeF,T3i

Definition 12 Let F be an FCS on N. The F-restricted Harsanyi set of v is defined by
H(F,v) = {¢"*(v) | p€ P}.
Theorem 2 Let v € I'N and F be an FCS on N such that N € F. Then
S(F,v) = H(F,v).

(Proof) (C€) For (¢a)aca)s 9 2 0, Z ga =1, let pf = Z g for T € F,
a€A(F) a€A(F),a(T)=i
T # 0. For T ¢ F, let p¥ be an arbitrary probability distribution on T (It does not

appear in the following discussion). Then p > 0 and for T € F
SH-Y T =X ast
i€T €T a€A(F),o(T)=i aCA(F)

Hence p € P. Moreover,

6770 = Y Adr)= D, D, ddi(v)

TEF,T3é T€F T34 acA(F)ya(T)=i

= D @ Y, dE= ) weniFv)

a€A(F) TeFo(T)=i acA(F)



(2) Forpe P, let g, = H pg(s). Then g, > 0 and

SeF,S#0
>a=Y II re= II &C=1
a€A(F) a€A(F) SEF,S#D SeF,5#40 i€S

Moreover,

Z Qam?(fiv) = Z 9a E d‘;('v) = Z E ( H Pﬁ(S))dg(v)

a€A(F) a€A(F) TeF,a(T)=i TeF,T3i acA(F),a(T)=i S€F,S#
F,
= Y [ OCedw) = Y mdr)=¢"w).
TeF, T  SeF,S4,T je€S TeF,T2i

This completes the proof of the theorem. O
Corollary 1 Ifv €'V and F is a PS on N such that N € F, then S(F,v) = H(v").

Definition 13 A game v € IV is said to be almost F-positive if d5 (v) > 0 forall S € F
with | S| > 1.

Proposition 4 [1] Letv € I'N and F be an FCS on N such that N € F. Then S(F,v) C
C(F,v) if and only if v is almost F-positive.

Definition 14 An FCS F on N is said to be an intersecting system on N zf S,TeF
with SNT # 0, then SNT,SUT € F.

Proposition 5 [1] Let v € I'N and F be an intersecting system on N. Then C(F,v) C
S(F,v).

Corollary 2 Let v € I'N be an almost F-positive game and F be an mtersectmg system
on N with N € F. Then

C(F,v) = C(v*) = S(F,v) = S(v*) = H(F,v) = HQv).

5 Fuzzy extensions of cooperative games

In a cooperative game, each coalition S C N can be identified with the vector €5 defined
byef =1ific Sandef =0ifi ¢ S and the domain of the characteristic function v
is identified with {0,1}". Hence extending {0,1}" to [0,1]" implies extending ordinary
(crisp) coalitions to fuzzy coalitions. Thus, given the player set N, a cooperative fuzzy
game ¢ on N is a function from [0,1]* to R with £(0) = 0. The set of all cooperative
fuzzy games on N is denoted by AN,

In this paper we use the following notations. First, the vector e{'} is simply denoted by
e'. For s,t € [0,1]", vectors sVt and s At € [0, 1]" are defined by

(s Vt); = max{s;,t;}, and (s A t); = min{s;, t;}, i =1,2,... ,n

respectively. For s € [0,1]", let supp s = {i € N | s; > 0}.

11
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Definition 15 Cooperuative fuzzy game £ € AN is said to be

1. monotonic if £(s) < &(t) for all s,t € [0,1]" such that s < t.

2. weakly superadditive if £(s) + £(t) < €(sV t) for all s,t € [0,1]" such that sAt =0.

3. strongly superadditive if £(s) + £(t) < &(s +t) for all s,t € [0,1]" such that s+t €
[0, 1]~

4. convez if £(8) + &(t) < E(sVit) +&(sAt) for all s,t € [0,1]".

The sum of two games £,7 € AV, and the scalar multiplication of £ by a € R are
defined by

(€ +m)(s) =&(s) +n(s), Yse[0,1]",
(e€)(s) = ak(s), Vs € 0,1]",

respectively. Thus, A¥ is also a vector space.
A typical fuzzy game can be obtained from an ordinary cooperative game v € 'V by
extending v in an appropriate manner. This extension is denoted by £, hereafter.

Definition 16 The extension &, is said to be a U-extension if

otw = Eu + &w, for allv,w €TV, & = af,, forallveIN, a €R.
Moerover, a U-extension &, is called a W-eztension if it additionally satisfies
ur(8) = €ur(87), for alls € [0,1]",
bur(8) < €up(2), for alls,t € [0,1]" such thats < t.
Here syr € [0,1]" is defined by (sir)s = s if i € T and (sir)i =0 if i ¢ T
Since the space I'V of all cooperativce games on N is a linear space and the set of

unanimity games forms a basis, a U-extension of any game v is specified by those of
unanimity games. Namely, if £ is a U-extension, then

&(s) = D dr(v)éur(s), Vs € [0,1"
TCN
We obtain a stronger result for a W-extension.
Proposition 8 If§, € AV is a W-extension of v € TV, then
&(s)= ) dr(v)éur(s), Vs € [0,1]".
TCsupp s

Two well-known examples of W-extensions are the multilinear extension and the Lovész
extension. The multilinear extension m, of v, introduced by Owen [8], is given by
Muyy(8) = [Lier 8i- The explicit formula of the multilinear extension is given by

my(8) = Z(H 8 H (1 —8))v(S), Vselo,1]"

SCN ieS ieN\S
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On the other hand, the Lovasz extension [6] I, is given by l,.(s) = miners;. For
s € [0,1]" and h € [0,1], let [s], = {¢ € N | s; > h}. Then the explicit formula for the
Lovész extension can be written as

l(s) = /0 " o((sln)dh, Vs € [0, 1]".

Some properties of these extensions are given in Tanino [9].

Proposition 7 If a cooperative game v € T'V is superadditive, then its Lovdsz extension
l, € AN is weakly superadditive.

Proposition 8 If a cooperative game v € T'N is convex, then its Lovdsz extension l, € AN
s a convez cooperalive fuzzy game.

Proposition 9 A game v € I'Y is convez if and only if its Lovdsz extension I, € AN is
a strongly superadditive cooperative fuzzy game.

6 Fuzzy extensions with restrictions on coalitions

If we deal with fuzzy extensions and restrictions on coalitions together in cooperative
games, there may exist two approaches:

1. First obtain the restricted game of the original crisp game and extend it.
2. First extend the original crisp game and obtain its restricted game.

In the first approach, we obtain the game {,. In order to discuss the second approach,
we introduce some concepts (see Moritani et al. [7]).

Definition 17 A set F C [0,1]" is called a feasible fuzzy coalition system (FFCS for
short) on N if

1. ae* € F for any a € [0,1].
2. For any s € [0,1]* and t € F satisfying t < s, there exists { € CF(s) such that t < 1.

Here a vector r € [0,1]" is said to be an F-vector of s if
r<s8 r€F, andr <r' < swithr' € F imply thatr' =,
and CF(s) is the set of all F-vectors of s.

Definition 18 Given a cooperative fuzzy game § € AN and an FFCS F on N, the
restricted game £F € AN of € by F is defined by

gs)= D &)

teCF (s)



Definition 19 FFCS F on N is said to be a partition fuzzy system (PFS for short) if it
satisfies one of the following equivalent conditions:

1. C¥(s) is a partition of s for any s € [0,1]".

2. For each s € [0,1]", there esists a partition {I1,... ,I;} of supp s such that CF(s) =
{sin;- .. ,81,}, where the vector s, is defined by (s);;)r = sx if k € I; and (si;)x =0
otherwise.

3.Ifs,yc Fand sAy#0,thensVy € F.

The FFCS F(F) corresponding to an FCS F is defined as follows:
F(F)={s€[0,1]" | supp s € F}.
Proposition 10 If F is an FCS on N, then the con'espondmg F(F) is an FFCS on N.
If F is a PS, then F(F) is a PFS.

In the second approach, we obtain the fuzzy game (£,)F®). Our interest lies in the
question whether £,7 and (&,)7* coincide or not.

Lemma 1 Let F(F) be the FFCS on N corresponding to an FCS F on N. For an
arbitrary s € [0,1)", let Cx(supp s) = {I1,... ,I;}. Then the set of all F-vectors of s is
given by CTP)(s) = {s1,,... ,81,}-

Lemma 2 Let F be a PS on N and Cx(supp 8) = {I1,... ,I;} for s € [0,1]*. Then
{TeF|0#£TCoupps}={TeF|T#0, Hhke{l,...,I} : TCL}.
Let v € TN be a game, F be a PS on N and { be a W-estension. For s € [0,1]", let

Cx(supp 8) = {I1,... ,;}. Then
!

&r() =) D dr(v")éu (i)

i=1 TeF,TCl;
On the other hand,

l
(&) P (s) = Z E dr(v)€ur(siz;)-
J=1TCl;

Therefore, they are generally different.

Definition 20 FCS F on N is said to be subcomplete if the conditionT € F and SC T
implies that S € F. A subcomplete FCS is simply written as SCS.

Theorem 3 Let {, be a W-estension of a game v € I'N and F(F) be the FFCS corre-
sponding to an FCS F on N. If F is an SCS and PS, then &, = (&,)F%). "

(Proof) If F is an SCS, then T € F for all T C I; € F and dp(v”) = dp(v) for any
T € F. Therefore the theorem is immediate. O

14



7 Conclusion

In this paper we have focused on the dividends for cooperative games and discussed some
solution concepts for cooperative games with restrictions on coalitions. Moreover we have
studied extensions of cooperative games to cooperative fuzzy games under restrictions on
coalitions. This research is supported by the Japan Society for the Promotion of Science
under the Grant-in-Aid for Scientic Research No. 16510114.
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