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Abstract

A new dual type for ratio of integral variational programming is constructed
by mixing the Wolfe type dual and Mond-Weir type dual problem. The ex-
istence theorem for optimal solution for the mixed programming problem is
then established from necessary optimality conditions by using extra assump-
tions of generalized invexity. Finally we prove that the weak, strong, and strict
converse duality theorems in the mixed framework.

1 Introduction and Preliminaries

Consider a fractional programming of variational problem as the following
form.

b pi .
(P)  Min{ max fabf.(t,a:,z) dt
x 1<i<p fa g'(t,x,:i;) dt
3ubject tozxz € PS(T, Rn), .’L‘(a) = q, x(b) — ﬁ, and

b
/ hJ(t,.'D,a':) dtSO, jET_n_E{l,z,"'am}:

where functions f%, ¢*, ¢ € p and h’, j € m are continuous in ¢ and have
continuous partial derivatives with respect to x and #; T = [a, b] denotes
the time space, and PS(T, R"*) stands for the state space of all piecewise
smooth functions & : T — R" with norm defined by ||z|| = ||z||co + || DZ||oo
and D is the differential operator on PS(T, R*) defined by

t
y=Dz ifandonlyif z(t)=z(a)+ / y(s) ds.
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Thus D = d/dt except at the point of discontinuity. Without loss of gener-
ality, we may assume throughout that

b b
/ g'(t,z,z) dt > 0, / filt,z, &) dt >0 for each i € p.

Denote by Fp the set of all feasible solutions of (P).
In order to simplify the symbols in problem (P), as in [7], we scalarize
functionals as the following;:

¥(z,y) = (y,F(m))—Zy,F(a:) S / £(t,2,3) dt

=1

Y(z,y) = (y,G(w»—Zy.G (z) = Zy, / ¢'(t,z, %) dt

1—1 i=1

Uz, 2) = (2, H(z)) = ZzJH (x) = Zz,/ B (t, x, &) dt

j=1

where y € I = {y € RE | Zy.- =1} and z € R}. Then for any feasible

i=1
solution z of (P), the objective fractional function can be represented by
Fi() (v F(z)) _ 2(y,z)
PO =B @ T W wo@) W e Y

The problem (P) is equivalent to
(P)  Min max —>—+ 2(y,2) = Min ( ,(x))

zEPS vel \Il(ya IL‘) "GP G (17)
subject to z € PS(T, R"), z(a) =, z(b) =
and H(z) <0.

It is equivalent to the parametric minimization problem:
(EP,) Minimize g(v)
subject to Fi(x) — vGi(z) < ¢, i €p,
and H;(z) <0, j€m,ze PS(T,R"),
z(a) = a, z(b) =

From (EP,), one can reduce to the optimal solution z* for (P) with its
optimal value v* which is given by

v = o(e) = g, (12)

The concept used here for solution of (EP,) coincides with finding the min-
imax solution (z*,y*) of the Lagrangian

L(z,y; z,2) = (y, F(z)) — v{y, G(2)) + (2, H(z))

= &(z,y) — v ¥(z,y) + Uz, 2) (13)
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with multipliers »* € R, and z* € R?. The minimax solution (z*,y*) is
given in the equation

L.(z,y) =0 forall £ € C(T, R").

Hence the necessary optimality conditions for problem (P) can be stated as
the following.

Theorem 1.1: Let z* be an optimal solution of (P). Then there exist
Lagrangian multipliers y* € I C RY and z* € R such that the Kuhn-
Tucker type conditions hold for the
Lagrangian (1.3) :

L (z*,y*v*,2*)=0 (1.4)
Qz*,2*) =0 (1.5)
where V* = rp—g% given in (1.2) is the optimal value of problem (P),

and the equation L (-,-) = 0 is then expressed by
V' ,y) ¥, y) + R 2)]| - 8@ 1) WEty) =0 (16)

0O

2 Sufficient Optimality Conditions

The existence theorems of optimal solutions for problem (P) can be consid-
ered as the converses of necessary optimality conditions (in Theorem 1.1)
with some extra assumptions. Thus the sufficient theorem for problem (P)
usually would not be unique. Many authors have searched for sufficient
conditions, and employed the sufficiency for optimal solutions to study the
duality problem. In [7], Lai and Liu established the sufficient optimality
conditions under generalized invexity, and employed the result to construct
the Wolfe type dual and Mond-Weir type dual, respectlvely, as the following
forms.

. ®(u,y) + Qu, 2)
(WD) Maximize Vug)

subject to  (u,z) € PS(T,R™) x R}
u(a) =a, u(d) =06, ye I C R%, and
U(u,y) [(s,9) + (s, 2)|
~¥'(u, ) [@(s, ) + 2w, 2)] =0
where ®(u,y) + Q(u, z) > 0 and ¥(u,y) > 0;
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(MWD)  Maximize %g%
subject to (u,y) € PS(T,R") x I,
u(a) = o, u(b) = F and
¥(u,y) [<I"(u, y) + (u, z)]
~®(u,y)¥'(u,y) =0
Q(“’: Z) Z 0, z E Ri'

In (7], the duality theorems are established for the problems (WD) and
(MW D) under generalized invexity, and in [8] the parameter-free dual is
also studied for problem (P). There are many authors who investigated the
duality programming by invexity as well as generalized invexity for other
kinds of fractional or nonfractional problems (Cf, the cited papers in the
References). Now a question arises that whether we could combine the
two dual problems (WD) and (MWD) in {7] as a new type dual (MD)
to problem (P) in which the problems (WD) and (MW D) become the
special cases of the new type dual. To do this, we will consider a part of
constrained inequality to add into the numerator of the fractional objective
of the primary variational problem (P), and maximize the corresponding
objective fractional functional to satisfy the necessary conditions where new
mixed dual problem is stated as following.

S(u,y) + 3 2ziHj(u)

MD) Maximize Mo
(MD) V()

subject to  (u,y) € PS(T,R™) x I,
u(a) = a,u(b) = B and z € R,

(u,y) [ (u9) + >k o(w)]

a=0

o+ ¥ st ven 20 @
. ‘ JjeEMo :
> 23, Hu, >0, (2.2)

where the index sets M, C M, a=0,1,2,--- , k are mutually disjoint, that
is

k
M,NMs=2 ifa#p and | JM.=M.

a=0

Denote the set of all feasible solutions of (M D) by

Fup = {(u,u,z) € PS(T,R*) x I x RT}.
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Note that the constrained functional
k

Qu, z) = ZZLQHMa(u) = Z ziH;i(u).

a=0 JjeM

For convenience, we recall briefly the following definitions for generalized
invexity (cf. Lai and Liu [7]).

For any u € PS(T, R"), a differentiable function J is said to be invex
at u w.r.t. 7, a vector function defined by
n: PS(T,R") x (T, R*) — C(T, R™), (n(z,u) = 0 only if z = u), if

J(z) = J(u) = J'(w)n(=, u).

J is said to be pseudoinvex at u w.r.t n if

JWn(z,u) 20 = J(z)2 J(u).
Or equivalently |

Jz)<Juw) = J(u)n(z,u)<0.
J is said to be strictly pseudoinvex at u w.r.t n if

JWn(z,u) >0 = J()> J(u).

or J(z) < Ju) = J'(uwn(z,u)<O0.

J is said to be quasiinvex at u w.r.t. 7 if

Jx)<Jwu) = J(@n(z,u) <0
Or equivalently

J(wn(z,u) >0 = J(z)> J(u).

Sufficiency for optimality solution of (P) was stated in [7; Theorem 3.1].
Under invexity assumptions proposed in the dual problem (M D), we will
establish the weak, strong, and strict converse duality relations between the
mixed type dual problem (M D) and the primary problem (P) respectively.
Furthermore, under generalized invexity assumptions, we can deduce that
there are no duality gap between (M D) and (P).

3 The Mixed Type Dual Problem

In view of the problem (M D), if the index set M of the constrained in-
equalities of problem (P) is divided into two disjoint parts M, and M,; in
problem (M D), that is My U M, = M, then the (M D) is reduced to (WD)
and (MW D), respectively as the following:



(1) if M) = o, M() = M, then (MD) = (WD),
(i) if Mo =@, My = M, then (MD) = (WD).

Therefore the work on the (M D) type dual is indeed an extended work
in the paper {7]. To this purpose,some sufficient optimality conditions are
available to establish the weak, strong, and strict converse duality theorems.
At first we state the weak duality theorem as follows.

Theorem 3.1: (Weak Duality). Let z € Fp and (u,y,2) € Fup
be any feasible solutions of the problem (P) and the dual problem (MD),
respectively. Define a functional A(-) on PS(T, R™) by

k
A() = V(u,y) [@(-, Hn+3 zL,HMa(->]

a=0

- 90 o) + > 2 H ()

If for each y and z, either one of the following conditions (a) and (b) holds:
(a) for y € R} and z € R}, (u,y,2) € Fup, the functions ®(-,y),
k

—¥(-,y) and Z zy Hu, () are invez at u w.r.t. the function n(z,u).

a=0

(b) the function A(:) is pseudoinvez at u w.r.t. 7.

Then
O(u,y) + ZA:J zjHj(u)
z Z J€EMo 3.1
e S (3.1)
where p(z) i3, defined by (1.1), the objective function of the minimization
problem (P). O

Now if z* € Fp is an optimal solution of (P), then from Theorem
1.1, there exist y* € I and 2* € RT such that (1.6) holds. Hence if
(u,¥*,2*) € Fup, a feasible solution of the duality problem (MD) sat-
isfying the conditions (a) and (b) of Theorem 3.1, then one can get

(u,y") + 2 27H;(u)
mex JEMp
(uy*,2*)EFMD W(u,y*)

= ¢(z%) = min ¢(z),

and (z*,y*, 2z*) is an optimal solution of (M D). Hence we get the follbwing
strong duality theorem:

Theorem 3.2: (Strong Duality). Let z* be an optimal solution of (P)
corresponding y* € I and z* € R such that the feasible solution (u,y*, z*)
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of (M D) satisfying the conditions (a) and (b) of Theorem 3.1. Then the
feasible solution (u,y*,z*) of (M D) is optimal if and only if u = z* and
the two optimal values of (P) and (MD) are equal. That is min(P) =
max(M D) .

Next if we assume that z, and (z°,4°, 2°) are optimal solutions of prob-
lem (P) and the dual problem (M D), respectively, then one can ask whether
x; = 2° and min(P) = max(MD)? The following theorem explore these
properties whish will hold under some extra conditions for invexity.

Theorem 3.3: (Strict Converse Duality). Let z, and (z°1°, 2°) be
optimal solutions of problem (P) and the dual problem (M D), respectively.
Further, assume that the conditions of Theorem 3.2 are fulfilled, and if the
functional A(-) defined on PS(T, R"™) in Theorem 3.1 is strictly pseudoinvez.
Then x; = z° is an optimal solution of (P), and min(P) = max(MD). That
18, the mazimum value

o(%,1°) + 3 2 H;(2°)

JEM
A = gy .

Remark. It is remarkable to observe that by using different suitable
combinations of invezity, quasiinverity, pseudoinverity, as well as strictly
pseudoinvezily etc., then one can also get some different conditions for
(MD) to establish the duality theorems.
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