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1 Introduction
Private $appr\alpha imation$ is an algorithm which is

more efficient than exact computation and that
maintain the privacy of the data, that is, the out-
put of private approximation does not leak any
information of the input.

Feigenbaum, Lshai, Mdkin, Nissim, Strau.ae, and
Wright [?] introduced the notion of the private ap
$pr\alpha imatio\dot{n}$ of $f\iota mctions$. Roughly speaking, an
approximation function $\hat{g}$ is called private approx-
imation with respect to the target function $g$ , if
$\hat{g}(x)$ reveals no more information about $x$ than
$g(x)$ does. More formally, there $\alpha ists$ a prob-
$abil\dot{\iota}stic$ polynomial time simulator $\mathcal{M}$ sllt that
the distribution of the simulation output $\mathcal{M}(g(x))$

is $indi_{S}tin_{i^{li\S hable}}$ from $\hat{g}(x)$ . They proposed a
fimction (two-party protocol) which is the private
approximation with respect to that for comput-
ing the hflmning distance between two binary vec-
tors. They $aLso$ proposed the private approxima
tions of several natural #P-hard problems. Af-
ter [?], several private approximations were Pro$\cdot$

posed [?, ?, ?].
Approximation algorithm is currently one of the

main research fiel& in computer science. The
design of dgorithm\S for approximating NP-hard
$problen\iota s$ has attracted substantial attention in
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the last few decades, as did the research on prov-
ing hardnaes of approximation. Halevi, Krauth-
bamer, Kushilevitz, and Nissim [?] discussed the
private approximation ofNP-hard problems. They
proved that there exists no private approximation
for computing the size of minimum vertex cover
within apprnimation ratio $n^{1-c}$ . Their proof $\iota\iota aed$

the sliding-utndow reduction that translates a SAT
instance $\phi$ to an instanoe $G$ of the vertex cover
problem. If $\phi$ is satishable then $G$ has the vertex
cover of size $z$ , otherwise any vertex cover for $G$ is
of size at leaSt $z+1$ . The definition of the private
approximation in [?] is almost the sane as that by
IFbigenbaum, Lqhai, Maikm, Ni.gsim, Strausis, and
Wright [?].

Beimel, Nissim, Carmi, and Weinreb [?] studied
the private apprcvdmation of both the vertex cover
and the max exact 3SAT problems, and Beimel,
Hallak, and Nissim [?] studied the private approx-
imation of both the vertex cover arzd the chtster-
ing problem. In order to consider search problerns,
Beimel et al. [?] propoe\’e a definition of the private
approximation which is different bom that in [?].
In their definition, an algorithm $A$ is a private ap-
praximation with respect to a privacy structure $\mathcal{R}$,
which is an equivalent relation, if the outputs of ex-
ecuting $A$ on two $R$-equivalent inputs are compu-
tational indistinguLshable. Under their definition,
they showed that there exists neither a $determi\dot{x}\$

tic nor a randomized private appraximation of the
search problem for a minimum vertex cover within
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approximation ratio $n^{1-\epsilon}$ .
In this paper, we consider the private approxi-

mation of the set cover problem. The vertex cover
problem which studied by [?, ?] is escentially the
special $ca_{*}ae$ of the set cover problem where the fre-
quency of all elements are equal to 2. Therefore,
by the result of Beimel et al. [?], we can see there
exxgts no private aPprorimation of the set cover
problem where the frequency of all elements are
equal to 2. However, in the other cage, that is, the
frequencies of some elements are not equal to 2, it
is not clear whether there exists private approxi-
mation of the set cover problea.

In this paper we consider the private approxi-
mation of the set cover problem. In the previous
paper [?, ?], only the vertex cover problem whose
costs of an not fixed that vertices are fixed. In par-
ticular, we $\infty nsider$ the .get $\infty ver$ problem where
the costs of all sets are $polynom\ddagger aUy$ bounded. We
show that there exists neither a deterministic nor
a randomized private $appr\alpha imation$ . We also con-
sider the cage that the frequencies of all elements
are equal. We show that in this case there exist
no deterministic private approximation.

Due to lack of space, the proof8 are omitted from
this Paper. See the $f|111$ verSion [?].

2 The Set Cover Problem
In this section, we deseribe the set cover problem

and the frequency.

Deflnition 2.1 (Set Cover Problem). Let $U$ be a
set of $mel$ements, $S=\{S_{1}, \ldots,S_{n}\}$ a collection
of subsets of $U$ , and $c:Sarrow \mathbb{Q}^{+}$ a cost function.
We say the set $C\in\{1, \ldots,n\}$ of $indice9$ is cxdled
a cover of $U$ if the $coller,tion$ of Si $(i\in C)$ eovers
all elements in $U$, that is, $\bigcup_{:\in C}S_{1}=U.$ Given
($U,S,$ $c\rangle$ , the set eover prvblem is to find a mini-
mum cost cover of $U$ .

Usually, the size of the instance $\langle U,S, c\rangle$ of the
set $\infty ver$ problem is considered as the number of
the elements in $U$ . In this paper, we $\infty ILsider$ the
size of the $in_{\iota}stance$ of the set $\infty ver$ problem ais
the number of $aet_{\backslash }s$ in $S$. Therefore, the number
of the elements in each .get in $S$ is restricted to
polynomial of the number of the sets in $S$ .

In this paper, we consider $polynom\dot{w}L$-cost set
cxzver problem“ where the cost of each set is poly-
nomid in the problem size. Let “Set Cover” be a
$Polynomid-cost$ .get $\infty ver$ problem.

We call the problem where $\iota il1$ elemenbs in $U$

have the equivalent frequency as “set cover prob-
lem $v\prime ith$ fixed $P\forall_{4}uen(jy’$ .

3 The Approximation and the Pri-
vate Algorithm

First, we describe the definition of the approx-
imation. The following definition of the apprni-
mation can be applied to minimization problems.
The definition for maximization problems is simi-
lar.

Definition 3.1 (Approximation of the Seart
PIoblem). Let $g$ be a function, $\mathcal{A}$ an algorithm for
a search $probl_{k}\eta$ and $c$ a cost junction. We say
that $A$ is an a-approximation of $g$ if it runs $in$

polynomial time and for au input $x$,

$\nu\sum_{\epsilon \mathcal{A}(x)}c(y)\leq\alpha\sum_{y\in p(x)}.c(y)$
.

Next, we describe the definition of the private
algorithm, foUowing [?]. We describe the privacy
structure which is neeesigary to define the private
algorithm.

Definition 3.2 (Privacy Structure). A privacy
structure $\mathcal{R}\subseteq\{0,1\}’x\{0,1\}^{*}$ is an $e\psi_{l}ivalen\alpha$

relation on imtanrfS. For $\langle x,y\rangle\in \mathcal{R}$ , we use the
notation $x\equiv ny$ .

We only discuss on the privacy $struct\tau u^{\mathfrak{l}}\infty$ of the
form $\mathcal{R}=\bigcup_{n\in N}R_{\iota}$ , where $R_{\tau\iota}$ is an equivalence
relation among the instances of size $n$ , such as $S$

with $n$ sets.
We now define the private algorithm. We say

that an algorithm $A$ is Private with resPect to a
privacy stmicture $\mathcal{R}$ if the results of exaeuting $A$

on two R-equivalent inputs are computationally
indistinguishable.

Deflnition 3.3 (Private Algorithm). Let $\mathcal{R}$ be a
privacy structure. $A$ prvbabilistic Polpnomial-time
algorithm $A$ is Private, with respect to $\mathcal{R}$ iffor every
polynomial-time algo帰仇m $\mathcal{D}$ and for every $\mu s-$

itive Polynomial $p(\cdot)$ , there exigts some no $\in N$

such that for every $x,y\in\{0,1\},$ $x\equiv ny$, and
$|x|=|y|\geq n_{0}$ ,

$| Pr[\mathcal{D}(A(x), x, y)=1]-Pr[\mathcal{D}(A(y) ’ x, y)=\leq\frac{1]_{1}|}{p(|x|)}$ .
That $i9$, when $x\equiv \mathcal{R}y$ , any algorithm $\mathcal{D}$ cannot
$distingui’ h$ if the input of $A$ is $x$ or $y$ .

Deflnition 2.2 (Ftequency). We define the fie-
quency of an element to be the number of sets the
element is in. A $ueh\iota$ parameter is the,$fi_{?,\Psi\prime}mr_{d}y$

of the most $fi\eta uent$ dement. Let us denote this
by $f$ .

Next, in order to define the private $appr\dot{m}n\iota\$

tion of the search problem, we define the privacy
structllre. fofowing [?]. We can regard the $d\infty i-$

sion and the $s_{\iota}e\pi ch$ problems as follows by $\dot{m}_{\mathfrak{W}}$

the bivariate relation.
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$S_{J}=\{S_{1}. S_{\ell}, s_{:1}, S_{4}\}$

$S_{l}=\{r\cdot\prime r$ , ご $\{\}$

Figure 1: ($U_{1},S_{1},$ $c_{1}\rangle$ $\equiv \mathcal{R}_{n\cdot I’\iota C^{\backslash }},\langle U_{2},S_{2}, c_{2}\rangle$ . Note
that $|S_{1}|=|S_{2}|$ . Both solutions of \langle $U_{1},S_{1},$ $c_{1}$ } and
( $U_{2},S_{2},$ $c_{2}\rangle$ are equivalent ( $\{1,3\}$ and {2, 3, 4}).

Deflnition 3.4. A bivariate relation $Q$ is Poly-
nomially boundeA if there exists a con stant $c$ such
that $|w|\leq|x|^{c}$ for every $\langle x,w\rangle\in Q$ . The de$(\dot{*}qion$

prvblem for $Qi;$, given an input $x$ , to dexide if
there exigts an element $wsur,h$ that $\langle x,w\rangle\in Q$ or
not. The seorch problem for $Q$ is, given an input
$x$ , to find an element $w$ such that ($x,w\rangle$ $\in Q$ if
such $w\dot{m},ts$.

We now define the privacy stnictilre of the
search problem. We require that if two input val-
ues have the same set of answers of the search
problem, the appraximation algorithm should not
be able to distinguish between them.

Deflnition 3.5 (Privncy Stmicture of the Saerch
Problem). The privacy structure $\mathcal{R}_{Q}$ relatd to the
relation $Q$ is defined as follows: $x\equiv \mathcal{R}_{9}y$ iff. $|x|=|y|$ ,

4.1 Definitions
In this section, we describe some deflnitions.
First, we degcribe the definition of the private

approximation of Set Cover.

Definition 4.1 (Private APprorimation of the Set
Cover Problem). An algo幅仇$m$ A,is aPrivate $\alpha-$

aPpronimation algorithm for minSC if:
$\bullet$

$\mathcal{A}$ is a $\alpha$-approximation algorithm for minSC,
and. $A$ is private with respect to $R_{i\iota 1}sc$ .

In order to analyze the private appreetimation
of the vertex cover problem, Beimel et el. [?] em-
ployed “critical vertices” and “relevant vertices”.
We also employ the notion of “critical“ and $u_{\Gamma e1\triangleright}$

vant” for Set Cover.

Definition 4.2 (Critical tht and Relevant Set).
Let $U$ be a $s$et ofm elements, $S=\{S_{1}, S_{2}, \ldots, S_{r\iota}\}$

a collection of sets and $c$ $a$ oost function $ofS$. We
say that Si is critid for \langle$U,S,$ $c$} if every mini-
mum set cover of $\langle U,S, c,\rangle$ contains $s_{:}$ . We say
that Si is relevant for ($U,S,$ $c,\rangle$ if there $\infty ists$ at
leagt one minimum set cover of \langle $U,S,$ $c$) that $\infty n-$

tains $S_{1}$ .
Next, we present the problem related to Defini-

tion ??.

$\bullet$ ($x.w\rangle$ $\in Q\theta\langle y.w\rangle\in Q$ for every $w$ .
That is, $x\equiv n_{9}y$ if they have the same set of
soluuons.

Finally, we give two relations of the problems
considered in this paper.

Deflnition 3.6. Let minSC be the minimum
set $\infty ver$ relation for Set Cover, that is,
$\langle\langle U,S, r,\rangle,C\rangle\in$ minSC if $C$ is the minimum cost
cover for \langle$U,S,$ $c$). In this case, the privacy
structure $\mathcal{R}_{winSC}$ containg all pairs $(\langle U_{1},S_{1}, c_{1}\rangle$ ,
$\langle U_{2},S_{2},c_{2}\rangle)$ where every minimum cost cover $C\in$

$S$ for $\langle U_{1},S_{1}, c_{1}\rangle$ is that for ( $U_{2},S_{2},$ $c_{2}\rangle$ and vice
verse. Similarly, let $\langle U,S, c\rangle$ be the minimum cost
cover relation for Set Cover with fixed-frequency.

In Figure ??, we give an example for the relation
minSC.

4 Private Approximation of Set
Cover

In this section, we show that there eXists no de
terministic private approximation algorithmof Set
Cover.

Definition 4.3 (The Relevant $Set/Non$-Critical
Set Problem).
Input: a Set $U$ , a collection $S=\{S_{1}, S_{2}, \ldots, S_{n}\}$

of sets, and a cost func#on $c$ .
Output: “Si is $r\vee,levant$ for $\langle U,S,c,\rangle$ or $S_{1}$ is

non-criticxnl for $\langle U,S,c\rangle$ .

We next define two special set cover problems.
When we comstruct the algorithm for the Rplevant

$/Non$-Critical Set problem in Saetion ??, they are
helpful.

Deflnition 4.4 (($U^{2},S^{2},$ $c^{2}\rangle$ and
$\langle U_{(\iota,u)},S_{(t,u)}, c_{(t,u)}\rangle)$ . Let $U$ be a set that contains
$m$ element: $e_{1},$ $\ldots$ , $e_{tn},$ $S=\{S_{1}, \ldots , S_{n}\}$ a $\omega ll\epsilon r,-$

tion of suthsets of $U,$ $c$ a cost junction $Sarrow \mathbb{Q}^{+},$ $I$

a collpxtio$n$ of empty sets. For $\langle U,S,tj\rangle$ and for
any $S_{u}\in I$ and $S_{t}\in S$ , we define $\langle U^{2},S^{2}, c^{2}\rangle$ and
$\langle U_{(t,u)},S_{(t,u)}, c_{(t,u)}\rangle$ as followl.

The cxzllection $S^{2}$ of set$ $\dot{u}$ defined as $S^{2}=$

$\{S_{1}, \ldots , S_{2m}\}\cup I$ where $S_{1+’\iota}:=\{e_{k+m}|e_{k}\in S_{1}\}$ .
The set $U^{2}$ is defined as $U^{2}$ $=\{e_{1}, \ldots, e_{2n}\}$ .
The function $r^{\delta}$ is defined as $c^{2}(S_{1})=c(S_{1})$ (for
$1\leq i\leq n),$ $r^{2}(S_{1})=c(S_{1-l})$ (for $l+1\leq i\leq 2n$),
and $c^{2}(S_{l})=1$ (for $s_{:}\in I$).

The collection $S_{(t,u)}$ of sets is defined as $S_{(t,u)}=$

$\{S_{1}, \ldots, S_{n}\}\cup I$ where $S_{t}=S_{l}\cup\{e^{*},e^{**}\},$ $S_{u}=$

$S_{u}\cup\{e^{*}\}$ , and $S_{u+n}=S_{u+\mathfrak{n}}\cup\{e^{n*}\}$ for some
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$\acute{\backslash }t^{r}$.S. t)
び $=\{r$ r r.酎
$S-\{\_{1}, *\cdot k\cdot S\}$

$S_{1}\propto\{e_{1}.e_{l}\}$ $r(\backslash 1)-\prime 1$

5ら $=\{r_{-}’.$ e.$| $r(S.)=$ �
$s_{q}-\{e_{\}.e_{4}\}$ $r(\nwarrow)\propto 2$

$\backslash arrow\{e_{1}.\sim\}$ $t(q_{\ell})=2$

by using oracle acoess to private approximation
algorithms of Set Cover later on.

$\ovalbox{\tt\small REJECT} Algorithm$. $1$ (Greedy Minimum Set Cover)
$\Downarrow|t|\approx 2$

$Inp_{t1}t$ : acoUection of aets $S=\{S_{1}, \ldots, S_{n}\}$ ,
$(tP.9.P)$ {$|J!\delta$) $\cdot(’.lJ$

$w_{1}-\{e_{1},t_{2}\}$ $P(S_{1})\approx\cdot 1$

$*-\{\alpha\cdot r\}$ $’\langle\^{B}a$) $-1$
$9_{\iota}-\{e.’ e_{*}\}*-\{\alpha r_{\backslash }.r\}$ $r_{1\cdot*},(S_{1})-4\iota_{t\backslash *\backslash }\langle*$

) $-1$
1. Set $C_{\alpha}=\emptyset$ .

$s_{*}arrow\dagger\wedge\cdot e.\}$ $\#(9,)\Rightarrow 2$ $S_{\}-\{\prime ara\}$ $r_{(\cdot.2)}\{\.,)-2$ 2. If $U=\emptyset ret|lrnC_{\alpha}$ .
$S-\{e_{1},e_{\}\}$ $t_{I-2}$ $approx\{e_{l}.q\}$ $r_{(1*},\langle S)=2$

$S_{b}-\{e_{\}.e_{r}.\}$ $d(9_{f})arrow 4$ $9_{x}-(e_{l}.e_{\{}.\}$ $r_{(\cdot.)}\{s_{:}.)-4$ 3. Pick aset Si $\in S$ and execute the $dg\infty$

$9_{l}=\{e_{n},\sim\}$ $t\langle S_{0}$) $=\downarrow$ $S_{6}=$ {’ $r_{(\cdot.)}(*)=1$ rithm Relevant or Non-Critical for Set Cover$S_{1}-\{e_{1}.e..\}$ $f(-2$ $\backslash =\{q.e.\}$ $r_{(\cdot\rho},(h)\approx 2$

$S.-(e\iota\cdot\hslash\}?\downarrow 0-0\backslash \Leftarrow|$ $tt(\backslash \iota)\approx 2\dot{P}\langle(\dot{s}=1$

(a) Delete $d1$ the elements included in $S_{1}$

Figure 2; The $co\iota\iota stnlction_{\iota}s$ of ( $U^{2},S^{2},$ $c^{2}\rangle$ and $fi\kappa)m$ both $U$ and sets $S_{j}$ in $S$ .
$(U_{(t,u)},S_{(t,u)’(t,u)}c,)(i=9, j=2)\backslash 18ing\langle U,S,c,\rangle$ (b) $Sarrow S\backslash \{S_{1}\}$.
an$d$ $I$ with $si_{4}e2$ . (c) $C_{\alpha}arrow C_{l}\cup\{i\}$ .

(d) Go to STEP2.
$e^{*},$ $e^{*}\not\in U^{2}$ . The $se,tU_{(t,u)}$ is defined $\alpha sU_{\langle t,u)}=$

5. If the answer is Non-Critical”,
$U^{2}\cup\{e^{*},e^{**}\}$ , and let $c_{(t,u)}=(^{\backslash },2.$

(a) $Sarrow S\backslash \{S_{1}\}$

$\ovalbox{\tt\small REJECT}(b)GotoSTEP2$.
We give concrete $exampl\infty S^{2}$ and $S_{(t,u)}$ in FIg-

$\backslash \iota re$ ??. The following claim shows the $corre\alpha n\infty$ of the
gr\’ey algorithm.

4.2 Proofs
In this section, we show that there exists no pri-

vate aPprnimation algorithm of Set Cover with
respect to $\mathcal{R}_{miI1sc}$ if $P\neq NP$.
Theorem 4.5. Let $\epsilon,$ $>0$ be a constant and $f$ $a$ fu-
quency. If $P\neq NP$ , then there is no $de,te,ministir$
private $f^{\epsilon_{-}}appm\dot{n}mation$ algorithm of the search
$pmblr,m$ of minSC .

This proof is Similar to that in [?]. The outline
of the proof is as $foUows$ :

1. We $\infty n_{\iota}st\mathfrak{n}lCt$ a Relevant or Non-Critical for
Set Cover algorithm from the private approx-
imation algorithm $A$ with respect to $\mathcal{R}_{\min SC}$ .

2. We constnict a greedy algorithm that edi-
ciently solves the NP-hard problern from the
Relevant or Non-Critical for Set Cover algo-
rithm.

3. If $P\neq NP$ , this is a contradiction. Thus
there is no private aPprorimation algo-
rithm $A$ for Set Cover with respaet to
$R_{\min SC}$ .

In Algorithm ??, we describe a greedy algorithm
of Set Cover given an accesig to the algorithm
which decides relevant or non-criticd (we call
this algorithm Relevant or Non-Critical for Set
Cover). We win show that the algorithm Relevant
or Non.Critical for Set Cover can be constnicted

Claim 4.6. If the algorithm Retevant or Non-
Critical for Set Cover $i\mu lynomial$ and corteet then
the algorithm Greedy Minimum Set Cover is Poly-
nomial and cori禾価.

We next conistruct the Relevant or Non-Critical
for Set Cover algorithm from a private approxima.
tion algorithm for minSC. We adopt the idea of
[?].

Claim 4.7. Let $S=\{S_{1},S_{2}, \ldots,S_{n}\}$ be a cob
lpxtion of sets, $c$ a cost fimction $Sarrow \mathbb{Q}^{+},$ $e$,

an element such that $e^{*}\not\in U.$ We cltoose $i,j\in$

$\{1, \ldots , n\}arbitm\eta i\neq j$ , and define $S$“ $=$

$\{S_{1}^{*}\ldots..S_{\mathfrak{n}}^{*}\}$ wherv $S_{1}^{*}=S_{i}\cup\{e*\},$ $S_{j}^{*}=S_{j}\cup\{e*\}$ ,
and $S_{k}^{*}=S_{k}$ for $k\neq i,j$ . We also define $U^{*}=$

$U\cup\{e^{l}\}$ and $c,$ $(S^{*})=c(S_{1}^{*})$ .
Then, ’If $S_{j}$ is critiral for ($U,S,$ $c\rangle$ , then

($U,S,c\rangle$ $\equiv \mathcal{R}_{r1}i_{I}$

\S c ( $U,S^{\cdot},$ $c^{*}\rangle$ .
We can prove the two claims with rmect

to ( $U^{2},S^{2},r^{2}\rangle$ and \langle $U_{(t,u)},S_{(t,u)},c_{(t,u)}$ } defined in
Definition ??. We use these chims for the proof
of the correctnesg of Algorithm ??.

Claim 4.8. If $S_{u}$ is critird for $\{U_{:}S,c,\}$ , then
$\langle U^{2},S^{2},r^{2}\rangle\equiv \mathcal{R}_{\infty};\cdot\Delta c^{\backslash }(U_{(t,u)},S_{\langle t,u)},c_{(t,u)})$ .

Claim 4.9. If $S_{u}$ is not relevant for $\langle U,S, c\rangle$ , then
$S_{t}$ is cntical for $\langle U_{(t,u)},S_{(t,u)}, c_{(t,u)}\rangle$ .

Next, by using a private $f^{\epsilon_{-}}appr\dot{m}mation$ algo-
rithm we describe the Relevant or Non-Critical for
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Set Cove$r$ algorithm in Algorithm ??.

$\ovalbox{\tt\small REJECT}$
Algorithm. 2 (Relevant or Non-Critical for Set
Cover)

Input: $(\langle U,S, c\rangle, S_{u})$

1. Let $I$ be a set of $2df^{\epsilon}+1$ empty sets. (where
$d= \sum_{j}c,(S_{i}))$

2. Constmict the $\infty 1lectIon$ of sets $S^{2}$ from $S$

and $I$.
3. Execute $A$ on $\langle U^{2},S^{2},c^{2}\rangle$ and get the output

$W^{2}$ of $A$.
4. Choose any set $S_{t}\in I\backslash W^{2}$ .
5. Corkstnict the $coU\propto tion$ of sets $S_{(t,u)}$ from

$S,$ $I,$ $S_{t}$ , and $S_{u}$ .
6. Execute $A$ on $S_{(t,u)}$ , and get the output

7.
$IfWW_{(t,u}j\neq W_{\langle t,u)}ofA$

retua “Non-Critical”. Else
return “Relevant”.

$\ovalbox{\tt\small REJECT}$
We can show the folowing claim.

Claim 4.10. Let $A$ be a deterministic private ap-
Pmnimation algorithm for minSC, $U$ a set of $m$

elements, $S=\{S_{1}, \ldots , S_{n}\}$ a $\infty 1lection$ of sulwts
of $U$ , and $c$ a cost fimction, and denote $A(\langle U,S, r,\rangle)$

be a cover of $\langle U,S, c,\rangle$ that corraePondIng to indices
outputted by $A$ Then for any set $S_{1}\in S\backslash W$ , the
set $S_{i}$ is not critical for ($U,S,$ $r\rangle$ .

We must prove Algorithm ?? is $\infty rrect$ and mm-
ning time is polynomial. We can prove the $\infty rr\propto t-$

ness by proving the following two claims. In the
proofs of the $foUowing$ claims, we use Claim ??.

Claim 4.11. If $W^{2}\neq W_{(t,u)}$ , then $S_{u}$ is not crit-
ical for ($U,S,$ $c,\rangle$ .
Claim 4.12. If $W^{2}=W_{(t,u)}$ , then $S_{u}$ is relevant.

FinaUy, we show that there is a set chosen in
STEP 4 of Algorithm ??.

Claim 4.13. Let $\epsilon$. $\geq 0$ . There $\dot{u}$ a set $S:\in Isu(ih$

that $S_{1}\in I\backslash W^{2}$ .

Therefore we proved $Th\infty rem$ ??.

Remark 4.14. Sinoe $d$ is polynomial in the size
of problem, the $\dot{n}ze,s$ of $S^{2}$ and $S_{(t,u)}$ are polyno-
mial in the size of problem. Therefore $u$)$e$ prove
Theofem ??. VVhen $d$ is emponentially large, the
sizes of $S^{2}$ and $S_{(t,u)}$ are are $e,\varphi nentially$ larpe.
$Thew,for\vee$, in $thi$; case, we do not get an impossi-
bility result by applying our strotpgy.

5 Randomiz$ed$ Private Approxima-
tion of the Set Cover Problem

In this $s\propto tion$ , we show that there $exist_{L}s$ no ran-
$domi^{r}zed$ private approximation algorithm of Set
Cover. The outline of the $p_{I}\mathfrak{v}ofi_{\iota}s$ similar to that
in [?]. We $ex\propto ute$ the approximation algorithm $k$

times to daeide whether the set is&lev\epsilon nt or Non-
Critical. We prove several claimq than corraepond
to $th\infty e$ in Section ??.
$weWe\backslash xseuse$

the
$Algo_{??}\iota ithm$

&9

$??$ , and
Algorithm Relevant

or $Non\cdot Critical$ for Set Cover in ??.
$\ovalbox{\tt\small REJECT}$
Algorithm. 3(Randomized Relevant or Non-
Critical for&t Cover)

Input: $(\langle U,S, c\rangle, S_{u})$ .
1. If $S$ contains less than $n_{2}$ sets (where $n_{2}=$

$\max\{n_{0}, n_{1}\})$ , then find if $S_{u}$ is relevant for
($U,$ $S,$ $c\rangle$ or non-critical for ($U,$ $S,$ $c,\rangle$ using ex-
haustive search.

2. Let $I$ be a set $4df^{*}+2$ sets. (where $d=$

$\sum_{l}c(S_{t}))$

3. Constnict the family of sets ( $U^{2},S^{2},$ $d\rangle$ from
\langle $U$, S. $c,\rangle$ and $I$ as in Deflnition ??.

4. Execute $k$ times the algorithm $A$ on
$\langle U^{2},S^{2}, c^{2}\rangle$ .

5. Choose a set $S_{t}\in I$ such that $S_{t}$ appears at
most $k/2$ times in $\mathcal{A}(\langle U^{2}, S^{2}, c^{2}\rangle)$ in the $k$

executions.
6. Constnlct the of sets

$\langle U_{\langle t,u)},S_{(t,u)}, c_{(t,u)}\rangle$

$f\infty mfmily\langle U,S, r,\rangle,$ $se_{I}$

$S_{t}$ , and $S_{u}$ as in Definition ??.
7. Execute $k$ times Algorithm $A$ on $S_{(t,u)}$ .
8. If $t\in A(\langle U_{(t,u)}.S_{(t,u)}, c_{(t,u)}\rangle)$ in at least

0.75$k$ of the $k$ executions, then retum “Non-
$Cr\ddagger tical$

’ Else return “Relevant”.
$\ovalbox{\tt\small REJECT}$

We can show the following claims.

Claim 5.1. There is a set $S_{t}\in I$ such that index
$t$ appears at most $k/2$ times in $A((U^{2},S^{2}, c^{2}\rangle)$ out
of the $k$ exprutions.

Claim 5.2. There Utgts a constant $n_{1}$ such that
ザ . $\langle U^{2},S^{2}’.c^{2}\rangle$ contaias at least $n_{1}$ sets,

$\bullet$ $Pr[t\in A(\langle U^{2},S^{2}, c^{2}\rangle)]<0.55$, and

$\bullet Pr[t\in A(\langle U_{(\ell,u)},S_{(t,u):(t,u)}c,\})]>0.6$ ,
then $S_{u}$ is not $r,\dot{n}t|cal$ for $\langle U,S, c,\rangle$

Claim 5.3. If $Pr[\{t,u\}\cap A(U,S, c\rangle)=\emptyset]\leq 0.8$

then $S_{u}$ is relevant for $\langle U,S, r,\rangle$ .
Claim 5.4. Let $k>\Omega(\log(\phi^{*}))$ . $A\phi 0\dot{n}thm$ Ranト

domized Relevant or Non-Critical for Set Cover re-
tumg the $\omega m\mathcal{L}t$ an.gwer utth pmkbdity $1-2^{-O(k)}$

52



From the above claims, we can prove the follow-
ing main theorem.

$Th\infty rem$ S.5. $Le,t\epsilon$. $>0$ be a congstant. If
$RP\neq NP$ , then there is no randomized private
$f^{\epsilon}- appm\dot{m}mation$ algorithm for Set Cover.

proof. By Claim ?? and Claim ??, if there is
a randomized private $f^{\epsilon_{-}}approximation$ algorithm
for Set Cover, then there is a randomized alga
rithm for the exact search problemg for minSC.
This algorithm is transformed to the algorithm
for decision pIoblem of Set Cover (given $\langle U,S, c,\rangle$

and $x\in \mathbb{Q}^{+}$ , decide whether there is a $\infty ver$ of cost
at most $x$). Since this problem is NP-complete, it
contradicts $RP\neq NP$ . $\square$

6 Private Approximation of the Set
Cover Problem with the Fixed
Frequency

When the ftequency of al elements $U$ are 2, the
set cover problem is essentialy the same as the
vertex cover problem. Therefore, in this section,
we con.Sider the situation that the frequencies of
all $e\in U$ re equal.

We show that there exists no randomized pri-
vate $appr\alpha imat\ddagger on$ algorithm of Set Cover with
the fixed frequency. The strategy of the $pr\infty f$ is
similar to that in the previous $\Re ction$, however,
the construction of the greedy algorithm depends
on whether the cost is fixed or not.

First, we deseribe the greedy algorithm for the
case that the cost is not fixed. In this case, it is
easy to contstnict the greedy algorithm.
$\ovalbox{\tt\small REJECT}$
Algorithm. 4 (Greedy Minimum Set Cover with
fixed frequency (cost is not fixed))

Input: a collection of sets $S=\{S_{1}, \ldots, S_{n}\}$ ,
a cost function $c$ : $Sarrow \mathbb{Q}^{+}$ , and a set $U$ of $m$

elements.
1. Set $C_{*}=\emptyset$ .
2. If $U=\emptyset$ return $C_{\alpha}$ .
3. Pick an element $e_{i}\in U$ and make a zagt of

all sets that include $e_{i}$ . We define this list as
$L=\{L_{1}, \ldots L_{m}\}$ .

4. Set $darrow c$ and $j=1$ .
5. Execute Algorithm Relevant or Non-Critical

for Set Cover with fixed frequency on ($U$, S. $c,\rangle$

and $S_{j’}$ (where $S_{j’}=L_{j}$ ).
6. If the aower is ‘Relevant”

(a) Delete an the elements included in $S_{j’}$

from both $U$ and sets $s_{:}$ in $S$ .
(b) $Sarrow S\backslash \{S_{j’}\}$ .
(c) $carrow r’$ .
(d) $C_{t}arrow C_{\alpha}\cup\{j’\}$ .

(e) Go to STEP 2.
7. If the answer is “Non-Critical”

(a) $c(S_{j’})arrow c(S_{j’})+1$ .
(b) $jarrow j+1$ and go to STEP 5.

$\ovalbox{\tt\small REJECT}$
We can show that this aJgorithm is polynomial

and correct.

Claim 6.1. If $V_{b}ealgo\dot{n}\theta\iota m$ Relevant or Non-
Critical $f\propto Set$ Cover nith fixed frequency $\dot{t}9$ poly-
nomial and $CO7vrrjt$ and the cost of each set imot
fix $d$ then th” $algor\dot{r}\theta\iota m$ Greae$y$ Minimum Set Conr
with fixed frequency $i$’polynomial and $\omega nvxt$.

In Algorithm ??, if the $\infty st$ is fixed, we can not
execute STEP $6\cdot a$ . Therefore we transform from
Algorithm ?? to Algorithm ??.

$\ovalbox{\tt\small REJECT} Algorithm$. $5(Gr\epsilon edy$ Minimum Set Cover $\dot{w}th$

fixed frequency (cost is fixed))

Input; a colection of sets $S=\{S_{1}, \ldots,S_{\mathfrak{n}}\}$ ,
a cost function $c$ ; $Sarrow \mathbb{Q}+$ , and a set $U$ of $m$

elements.
1. Set $C$. $=\emptyset$ .
2. If $U=\emptyset$ retum $C_{\alpha}$ .
3. Pick an element $e_{i}\in U$ and make a list of

al sets that include $e_{1}$ . We deflne this list as
$L=\{L_{1}, \ldots, L_{l}\}$ .

4. Set $S’arrow S$ , and $j=1$ .
5. If $j\leq l$ ,

(a) Execute Algorithm Relevant or Non-
Critical for Set Cover with fixed frequency

(b)
$on(U_{:}S,c$}$ands_{k_{1evant’}’}(whereS_{j’}Iftheansweris=L_{j})$

.
$i$ . Delete all the elements included in

$S_{j’}$ from both $U$ and all sets $S_{1}$ in
$S$ .

ii. $Sarrow S’\backslash \{S_{j’}\}$ .
iii. $C_{\alpha}arrow C_{\alpha}\cup\{j’\}$ .
iv. Go to STEP 2.

(c) If the answer is “Non-Critical”
$i$ . If $|s_{:}|=1$

A. $jarrow j+1$ and go to STEP 5.
ii. Else

A. Divide $S_{1}$ into $|S_{1}|(=k)$ sets
$S_{i_{1}},$

$\ldots,$
$S_{i_{k}}$ .

B. $Sarrow(S\backslash S_{1})\cup S_{1_{1}}\cup\ldots\cup S_{*k}$.
C. $jarrow j+1$ and go to STEP 5.

6. If $j=l$ ,
(a) $C_{\alpha}arrow C_{\alpha}\cup h$ where $S_{h}=L_{1}$ .
(b) $Sarrow S’\backslash \{S_{h}\}$ .
(c) Go to STEP 2.

We can show that this algorithm is polynomial
and correctness.
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Claim 6.2. If Algorithm Relevant or Non-Critical
$f\alpha$ Set Cover with fix\’e frequency \’is polynomial and
$co’ mct$ and the cost of each set $\dot{u}s$ fixed, then Al-
gorithm $Gre\infty y$ Minimum Set Cover with fixed $fr\triangleright$

quency is $polyno\pi\iota ial$ and $C_{d}O77mct$ .
Next we consider the algorithm ReIevant or Non-

Critical for Set Cover with fixed frequency. This
is the Algorithm ?? where $\langle U_{(t,u)}, S_{(t,u)}, c_{(t,u)}\rangle$

is replaced with \langle $U_{(t,u|}2(f-2))’ S_{(t,u|}2(f-2))$ ’

$c_{(t},$ . $2(f-2))\rangle$ . We now define \langle $U_{(t,u}|2\langle f-2$)),
$S_{(t,\tau\iota|2(f-2))},$ $c_{(\ell,u|2(f-2))}\rangle$ .
Deflnition 6.3 $(\langle U_{\langle t,u|2\langle f-2))}, S_{(t,u|}2(f-2))$’

$c_{(t,u|}2\langle f-2))\rangle)$ . $\langle U^{2}.S^{2}.c^{2}\rangle$ and I are the same
as those $defin\epsilon\Lambda$ by Definition ??, We choose the
$2(f-2)$ elements fio$mI$ , and which we denote
$S_{k_{1}}\ldots.S_{k_{(f-2)}},$ . The collection $S_{(t,u}|2(f-2))$ of
sets is defined as $S_{(t},$ $u|2(f-2))=\{S_{1}, \ldots, S_{n}\}\cup I$

u’herr, $S_{t}=\{e^{*}$ , ”’
$\}$ , $S_{u}=S_{u}\cup\{e\},$ $S_{u+n}=$

$S_{u+r\iota}\cup\{e\},$ $S_{k:}=\{e^{*}\}(1\leq i\leq f-1)$ ,
and $S_{k}$, $=\{e^{**}\}(f\leq i\leq 2(f-2))$ such
that $e^{r},$ $e^{**}\not\in U^{2}$ . The set $U_{(t},$ $u|2(f-2))$ de-
$fine,da9U_{\langle t,u|2(f-2))}=U^{2}\cup\{e^{*}, e^{**}\}$ , and
$c_{(t},$ $u|2(f-2))=c^{2}$ .

We can $\propto sily$ see $\langle U^{2},S^{2}, c^{2}\rangle$ and
$\langle U_{(t,u|2(f-2))}, S_{\{t,u|2\langle f-2))}, c_{(t,u|2(f-2))}\rangle$

are Set Cover with fixed frequency if $\langle U,S, c\rangle$ is
Set Cover with fixed frequency.

Finally, we can prove Claims ??, ??, ??, and ??
in a similar way as those for the proof of $Cl\dot{u}ms$ ??,
??, ??, and ??, respectively.

The folowing two claims are u.ged in the $pr\infty fs$

of $C1\dot{u}m$ ?? and Claim ??.

Claim 6.4. If $S_{u}$ is critical for $\langle U,S, c\rangle$ ,
then $(U,S,c\rangle \equiv n_{uIn\aleph C^{\backslash },r\cdot\cdot 0} (U_{\langle,u|}2\langle f-2))$

’

$S_{\langle t.u|2(f-2))},$ $c_{(,u|2(f-2))}\rangle$ .
Claim 6.5. If $S_{u}$ is not relevant for (U. $S,$ $c\rangle$ , then
$S_{l}$ is critical for $\langle U_{(t,u|2(f-2))},$ $s_{(t,u|2\langle f-2))}$ ,
$c_{(t,u|2(f-2))}\rangle$ .

The following two claims guaranteed the correct-
ness of Algorithm ??.

Claim 6.6. If $W^{2}\neq W_{(t,u|}k_{1_{I}}\ldots,k_{\lambda(f-,)}$)’ then $S_{u}$

is not criticml for $\langle U,S, c\rangle$ .
Claim 6.7. If $W=W_{(t,u}|k_{1},\ldots,k_{2(f-2)}$ ), then $S_{u}$

is relevant.

We can prove the following $th\infty rem$ from the
above claims and Claim ??.

Theorem 6.8. Let $\epsilon$. $>0$ be a constant and $f$

a $ffi\eta uen(jy$. If $P\neq NP$ , then thew is no deter-
minigtic private $f^{e}$ -appro rimation algorithm of the
search problem for minSCfixed.

7 Concluding Remarks
In this paper, we have considered the set $\infty ver$

problem where th$e$ costs of dl sets are polynomi-
ally bounded. We have shown that there eXists
neither a deterministic nor a randomized private
approximation. We have also $\infty n_{t}sider\text{\’{e}}$ the cage

that the frequencies of all elements are equal. We
have shown that in this cawe there extst no deter-
ministic private approximation.

In this paper, we have proved only when the
size of the problem is defined mg the number of the
sets. It might be interesting to $\infty nsider$ the prob-
lem where the ,size of the problem is defined as the
number of elements. It might be also interesting
to consider whether NP-hard problems other than
the set cover problem have the private approxima-
tion algorithms or not.

Halevi et al. [?] discussed the leakage of informa
tion about the $appr\alpha imation$ algorithmg for the
ninimum set cover problem. Beimel et al. [?] also
discikssed that for the vertex cover and the exact
3SAT problems. It might be interesting to consider
the lealoege of information about the apProxima
tion algorithms for the minimum set cover prob-
lem.
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