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Some subordination criteria
concerning Salagean operator

Kazuo Kuroki and Shigeyoshi Owa

Abstract

Applying Saligean operator, for the class A of analytic functions f(z) in the
open unit disk U which are normalized by f(0) = f/(0) — 1 = 0, the generaliza-
tion of an analytic function to discuss the starlikeness is considered. Furthermore,
from the subordination criteria for Janowski functions generalized by some complex
parameters, some interesting subordination criteria for f(z) € A are given.

1 Introduction, definition and preliminaries

Let A denote the class of functions f(z) of the form:

(1.1) f(z) = z+ianz"

n=2

which are analytic in the open unit disk U={z:2€ C and |2| <1}

Furthermore, let P denote the class of functions p(z) of the form:

(1.2) p(x) =1+ pnz"

n=1

which are analytic in U. If p(z) € P satisfies Re(p(z)) > 0 (z € U), then we say that
p(2) is the Carathéodory function (cf. [1]).

A function f(2) € A is said to be starlike of order « in U if it satisfies

(1.3) Re (f}f(%l) >a  (z€U)

for some a (0 £ a < 1). We denote by S*(a) the subclass of A consisting of all functions
f(z) which are starlike of order « in U.

Similarly, if f(z) € A satisfies the following inequality

(1.4) Re (1 + %%) >a  (z€U)
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for some a (0 £ a < 1), then f(z) is said to be convex of order a in U. We denote by
K(o) the subclass of A consisting of all functions f(2) which are convex of order a in U.
As usual, in the present investigation, we write

S*(0)=8* and K(0)=K.
The classes §*(a) and K(a) were introduced by Robertson [7].
By the familiar principle of differential subordination between analytic functions f(z)

and g(z) in U, we say that f(z) is subordinate to g(z) in U if there exists an analytic
function w(z) satisfying the following conditions:

w(0)=0 and |w(z)]<1 (z € V),
such that
fz) =g(w(2)) (z€U).
We denote this subordination by
f(z) <g(z) (2€U).

In particular, if g(z) is univalent in U, then it is known that

f(z)<9(z) (2€U) <= f(0)=g(0) and f(U)c g(U).

For p(z) € P, we introduce the following function

1+ Az
(1.5) pe) = T

which has been investigated by Janowski [3]. Thus, the function p(z) given by (1.5) is
said to be the Janowski function.

Here, for some A and B (—1 < B < A £ 1), the function p(z) given by (1.5) is analytic
and univalent in U and p(z) maps the open unit disk U onto the open disk given by

(~1£B<AS1)

(2) - 1- AB < A-B
P18 | S 1B
Thus, it is clear that

1-A
(1.6) Re(p(z)) > i=B 20 (z € U).
Also, if we take B = —1 in (1.5), then we see that
a7 pe)= 2 (c1<as1)

is analytic and univalent in U and the domain p(U) is the right half-plane satisfying

(18) Re(p(2)) > (1~ 4) 2 0
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Hence, we see that the Janowski function maps the open unit disk U onto some domain
which is on the right half-plane.

And, as the generalization of Janowski function, Kuroki, Owa and Srivastava [2] have
discussed the function 14+ A
z

1+ Bz
for some complex parameters A and B which satisfy one of following conditions

{ (i) |Bl <1, A# B, and Re(1— AB) 2 |A— B|

p(z) =

(#) |IBj=1, A# B, |A|£1, and 1—-AB > 0.
First, for some complex numbers A and B which satisfy the following condition
(1) |Bl<1, A# B, and Re(l1—~ AB) 2 |A- B|,

1+ Az

1+ Bz
disk U onto the open disk given by

the function p(z) = is analytic and univalent in U and p(z) maps the open unit

1-AB| |A- B|
P& = T7BRE| < T=[BF

Thus, it is clear that

1— AB) - |A - B| S
T |BP 20 (z€U).

(1.9) Re(p(z)) > R&¢

Also, for some complex numbers A and B which satisfy the following condition

(i) |Bl=1, A# B, |A|£1, and 1- AB >0,

+ A
1+ Bz
right half-plane satisfying

1
the function p(z) = Z is analytic and univalent in U and the domain p(U) is the

1 |AP
(110) Re(p(z)) > m = 0.

Hence, we see that the generalized Janowski function maps the open unit disk U onto
some domain which is on the right half-plane.

We define the following differential operator due to Silagean [8].
For a function f(z) and j =1,2,3,.--,

(1.11) Df(2) = f(2) =z + ) _ anz",

n=2
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(1.12) D'f(z) = Df(2) = 2f'(2) = 2+ ) _ nanz",
n=2
(1.13) Dif(z)=D(D"'f(2)) =z + injanz“.
n=2

Also, we meditate the following integral operator

(1.14) D7lf(z) = /0z f—(CQ d{ =z+ gn”la,,z",
(1.15) D7if(z) = DY(D UV f(2)) =z + in‘janz"
n=2

for any negative integers.

Then, for f(z) € A given by (1.1), we know that

(1.16) Djf(z)=z+injanz" (j =0, £1, £2, ---).

n=2
Using the above operator D’ f(z), we consider the subclass S¥(a) of A as follows:

D*f(2)

SJ’-‘(a) = {f(z) € A:Re (Djf(z)

)>a (zeU;O§a<1)}.
Remark 1.1 Noting

D\f(2) _zf'() D*(z) _ 2(zf'(2) _ |, 2f"(2)
D°f(z) ~ f(2) ' Df(2) 2f(2) &)

we see that
Si(a) = 8*(a), Si(a)=K(a) O0=sax<l).

Remark 1.2 For some a (0 £ a < 1), we find

D*f(z) 1+(1-2a)z D*f(2)
DJ'f(z)'< T2 > Re(fo(z))>a (2 € U).

In our investigation here, we need the following lemma concerning the differential sub-
ordination given by Miller and Mocanu [5] (see also [6, p. 132]).

Lemma 1.3 Let the function q(z) be analytic and univalent in U. Also let ¢(w) and
Y(w) be analytic in a domain C containing g(U), with

Y(w) #£0 (w e q(U) c ).
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Set
Q(2) = 2¢'(2)¥(g(2)) and h(z) = ¢(q(2)) + Q(2),
and suppose that

(%) Q(2) is starlike and univalent in U;
and
) zh'(2)\ ¢'(e(2)) | 2Q(2)
(37) Re <_Q(z) ) = Re (1/1(q(z)) + 0 ) >0 (z € U).

If p(2) is analytic in U, with
p(0) = ¢(0) and p(U)CC,
and
¢(p(2)) + 20/ (2)¥(p(2)) < 6(a(2)) + 24 (2)¢(a(2)) =: h(2) (2 € U),
then
| p(z) <q(z) (2€U)
and q(z) is the best dominant of this subordination.

By making use of lemma 1.3, Kuroki, Owa and Srivastava [2] have investigated some
subordination criteria for the generalized Janowski functions and deduced the following
lemma.

Lamma 1.4 Let the function f(z) € A be so chosen that ﬂzf) #0 (zel).
Also, let o (a # 0), B (-1 £ B £ 1), and some complez parameters A and B which

satisfy one of following conditions
(i) |Bl| <1, A# B, and Re(1— AB) = |A — B| be so that

ﬁ(1-a)+(1+/3){Re(1—A§)—|A-Bi} 1-7 + 1+48
o 1—|BJ? 1+ |A] T 1+]B]

() |Bl|=1, A# B, |A|£1, and 1— AB > 0 be so that
Al —a) + (1+/)1 - 4% + 1-/801-14]) 5 0

120,

a 2(1 — AB) 21+1]A)) =
If
' B 1"
(1.17) (5]—{%) (1 + azJ{, (S)) <h(z) (z€U),
where
_(1+ Az p-1 1+ Az ol + Az)*+ a(A— B)z
M=) = (1+Bz) {(1"“)1+Bz+ (1 + Bz)? }
then

2f'(2) 14 Az
() 17 Bz

(z € V).



20

2 Subordinations for the class
defined by Saldgean operator

Applying Salagean operator for f(z) € A, we deduced the following subordination -
criterion for the generalized Janowski function.

J
Theorem 2.1  Let the function f(z) € A be so chosen that —L—)—-lefl #0 (ze€l).
Also, let a (a # 0), B8 (-1 £ 8 £ 1), and some complex parameters A and B which
satisfy one of following conditions

(1) |Bl <1, A# B, and Re(1 — AB) 2 |A — B| be so that

ﬂ(l—a)+(1+ﬂ){Re(1—A§)—|A~B|} 1-8 , 1+8 15,
o 1- |B|? 1+|A] 1+ |B|

(i) |IB|=1, A# B, |A|£ 1, and 1 — AB > 0 be so that
B(l - a) + (1+/Q 142 + (1-8)(1—14]) 5 0

a 2(1 — AB) 20+A) =7

If

DEf)N" f 1 D*f(2)  DMf(z)  D*f(z)
e (grg) {a-ave (575 + Tt - i) | <He»
where

_(1+ A2\ 1+ Az a(l+ A2)?2+a(A- B):z
h(z)_(1+Bz> {(l—a)1+Bz+ (1+ Bz)? }

then

Df(z) 1+ Az

Dif(z) 1+ B €U
Proof.  If we define the function p(z) by
Dk
o) = B (e,

then p(z) is analytic in U with p(0) = 1. Further, since

0= (B49) (B - 21

the condition (2.1) can be written as follows:

{p(z)}ﬂ{(l - a) +ap(z)} + azp'(z){p(2) }'@_1 < h(z) (z € V).
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We also set

1+ Az
+

1+ Bz (zel),

q(z) =

and
¢pw)=wf(l-—a+aw), and Y(Ww) = ow??
for w € ¢(U). Then, it is clear that the function ¢(z) is analytic and univalent in U and
have a positive real part in U for the conditions (i) and (#1).
Therefore, ¢ and 1 are analytic in a domain C containing g(U), with

Yw)=aw’1#£0 (weq)cC).
Also, for the function Q(z) given by

a(A — B)z(1 + Az)P?

Q) = =4 () (a(2) = T —

we obtain

Q(z)  1+Az 14 B:z 1

Furthermore, we have
h(z) = ¢(q(2)) + Q(2)

B — B—1
=(1+Az) (1_a+a1+Az)+a(A B)z(1 + Az)

1+ Bz 1+ Bz (1 + Bz)s+1
and
@3 zg((;)) Speit il O Ba(z) + ————zgéi"’)')
Hence,

(2) For the complex numbers A and B such that
|Bl <1, A# B, and Re(l— AB) 2 |A— B|,
it follows from (2.2) and (2.3) that

Re("Q'<z))> AR L LA Y

Q) )~ 1+]A] " 1+1B] =
and
zh'(z2) B(l—-a) . (1+pB){Re(1 — AB) -~ |A - B|}
M(ma)> a T T=1BP
4P L 1B 150 (zeuw)

1+]A] "1+|B] %
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(73) For the complex numbers A and B such that
|B|=1, |A|£1, A# B, and 1-AB >0,
from (2.2) and (2.3), we get

Q(2) 1+ |A| 20+14) <
and
zh’(z)) Bl—a) (+8Q-|4P) L Q-6801-]4)
Re > = 20 U).
( Q(z) a 2(1 — AB) TRy = el)
Since all conditions of Lemma 1.3 are satisfied, we conclude that
D*f(z) 1+ Az
Dif(2) = 1+ Bz (z€U),
which completes the proof of Theorem 2.1. O

Letting k = 5 + 1 in Theorem 2.1, we obtain

J
Corollary 2.2 Let the function f(z) € A be so chosen that Q—J;g-z-z #0 (ze€U).

Also, let o (a # 0), B (-1 £ B £ 1), and some complex parameters A and B which
satisfy one of following conditions

(1) |Bl <1, A# B, and Re(1 — AB) 2 |A — B| be so that
Bl-a) (+0){Re(1-4B)-|A-Bl} 1-8 L1+

o 1- |BJ? 1+ |A|

(i) |Bl=1, A# B, |A| £ 1, and 1~ AB > 0 be so that
All-a) (A+/A-14"  (1-8(Q—4])

-120,
1+ |B] =

o 2(1 - AB) 21+ |4) = 0.
If
D+ f(z)\” DI (z)
(2.2) (W) (l -—a+ am) =< h(z),
where
(14 Az\*! 1+ Az  a(l+ Az)’+ a(A - B)z
h(z) = (1+Bz) {‘1"')1+Bz (1 + B2)? }
then

Ditlf(z) 1+ Az
Dif(z) 1+ Bz

(z € U).

Remark 2.3 Setting j = 0 in Corollary 2.2, we obtain Lamma 1.4 proven by Kuroki,
Owa and Srivastava [2].
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Also, if we assume that a =1, =A =0, and B = i;Ze“’ 0=su<l1l,080<
27), Corollary 2.2 becomes the following corollary.
J
Corollary 2.4 Iff(z) e A (-D——J;—(«z—)- #0in U) satisfies

Di*2f(2) 1+p—(1~-pe?z
Ditlf(z) 14 p+ (1 - pez

for some p (0 £ p < 1), then

D1 f(2) 1+ p
Dif(z) 14+p+(1—petz

(z€eU; 056 < 27)

(z € U).

From the above corollary, we have

e (Bmrg) >+ = (Br) > 5

Thus, we see that

o esition = fioes (V5E) = rores (354)
= f(z)esg(g%%.ﬂ‘) (zeU;08u<1).

In particular, we find

f2) e S = f(z)ek (iﬂ)

¥

j+1
2—1—"“—“-) (z€U;0S p< 1)

= f(z)ES*( p¥ms

(z€U; 05 u<1).

And, taking j = 0 and u = 0, we find the fact that every convex function is starlike of
order —. This fact is well-known as the Marx-Strohhacker theorem in Univalent Function

Theory (cf. [4], [9)).

3 Subordination criteria for other analytic functions

In this section, by making use of Lemma 1.3, we consider some subordination criteria

concerning analytic function I—)J—EE-)- for f(z) € A.
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Theorem 3.1 Leta (a#0), B (—1 < B £ 1), and some complex parameters A and
B which satisfy one of following conditions

(¢) |B] <1, A# B, and Re(1 — AB) 2 |A — B| be so that

é_!_ 1-8 1+8
a 1+|A]  1+|B|

120,

(43) |Bl=1, A# B, |A|£1, and 1~ AB > 0 be so that

8, (1=5)1-14)
o 2(T+]A]

2 0.

If f(2) € A satisfies
(3.1) (Bj_f(i))ﬁ (1 s Di+1f(z)) - (iA_z)f’+ a(A — B)z(1 + Az)P-!
z

Y Difz) 1+ Bz Q + Bz)ptt
then Dif(z) 1+4+A
z z
2 1+ Bz (z€ ).
Proof.  If we define the function p(z) by
Dif(z
pe) =218 ey,

then p(2) is analytic in U with p(0) = 1 and the condition (3.1) can be written as follows:

{p(z)}ﬁ + azp/(2) {p(z)}ﬁ—1 < h(2) (z € U).

We also set
¢ s se 1+ Az

1+ Bz

g(2) = (2 €U),

and
¢(w) =u?, and Y(w)=aw’!

for w € q(U). Then, the function ¢(z) is analytic and univalent in U and satisfies
Re(g(z)) >0 (z€U)

for the condition (i) and (i1).
Thus, the functions ¢ and ¥ satisfy the conditions required by Lemma 1.3.
Further, for the functions Q(z) and h(z) given by

Q(2) = 2¢'(2)¥(q(2)) snd h(z) = ¢(a(2)) + Q(2),

we have

2Q'(z)  1-p 1+8 zh'(z) B 2Q'(2)
Q) 174 1+8: ™ G "ot on)
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Then, similarly to proof of Theorem 2.1, we see that

Re(fg%%)>0 and Re(%%z)>0 (2 € U)

for the conditions (i) and (i%).

Thus, by applying Lemma 1.3, we conclude that p(z) < ¢(2) (z € U).
The proof of the theorem is completed. O
1

In Theorem 3.1, takinga =1, 3= A =0, and B = lzue‘” (5 Sv<il, 0§0<27r),

we obtain the following corollary.

Corollary 3.2 If f(z) € A satisfies

Di*1f(2) v
Dif(z2) v+ (1—-v)e¥z

(2€U;056 < 2m)
for some v (-;— Sv< 1), then

Dif(z) v
z v+ (1—-v)efz

(z € D).

Also, makinga =8 =1, A=0, and B = lzue“’ (%§v<1,0§0<21r) in

Theorem 3.1, we get

Corollary 3.3 If f(z) € A satisfies

Ditlf(z v 2
_;IQ<(V+(1_U)§,BZ) (z€U;0<6 < 2n)

for some v (% Sv< 1) , then

Dif(z) v
2 v+ (1= v)eifz (z€U).

The above corollaries derive each of the facts that

w5 = w(Z) (ewise)

and

Revw>u = Re(w)>u (zeU;l§u<1).
z z 2
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In particular, for j = 0, we see that

Re(i}f—;%z)>u = Re(-jlzzz)>u (zGU;%gvél),

z

RevVfZ)>v = RB(M)>U (zEU;%_S_u<1).

Here, taking v = -1-, we find some results well-known as the Marx-Strohh#acker theorem in
Univalent Function Theory (cf. [4], [9]).

Also, letting j = 1 in Corollary 3.2, we get the following fact:

zf”(z)
f'(2)

Re(l-l— )>u —  Re(f'(2)) > v (zeU;%§u<1).
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