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1 Introduction

In this paper, we review some recent works on proof-theoretic strength of
determinacy of infinite games.

In 1953, Gale and Stewart introduced the following infinite games. Two
players I and II alternatively choose an element from N and construct an
infinite sequence f € NN, Player I is said to win the game if the resulting
sequence f belongs to a given set A, and player II wins otherwise. We denote
this game G4, and call A the winning set. If A is an open set (a closed set,
or a Borel set), G4 is called an open game (a closed game, or a Borel game,
respectively). A strategy for player I (for player II) is a function o from
Nia, to N (a function 7 from N3N to N), where NSN  (N<N) is a set of finite
sequences of natural numbers with even (odd) length. A game G, is said
to be determinate if one of the players has a winning strategy in G4, i.e. a
strategy with which the player always wins.

Researches on the determinacy of infinite games have been conducted in
descriptive set theory. It is provable in ZFC that a Borel game is determinate,
but not provable in ZFC that any analytic game is determinate. These facts
simply represent that the strength of the determinacy of G 4 varies depending
on the complexity of the winning set A.

Aside from descriptive set theory, researches classifing the strength of
determinacy have been started by J. Steel and Tanaka, based on the Re-
verse Mathematics program. The goal of the program is to answer the next
questions: What set existance azioms are needed to prove the theorems of
ordinary mathematics? See Simpson [6] for the major results. It is now
known that the determinacy of A} games is not provable over Z, ([3]), and
the determinacy of X3 games is provable over II3-CAg, yet the the highest
class of the games whose exact determinacy strength has been pinned down
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is A (see [2]). In [2], the difference hierarchy (£3),,0 < o < wfk, between
Y9 and A were studied and the result on A} games was obtained as the
limit. For more refined classes, Wadge classes were studied by Nemoto in [4].
Medsalem, Nemoto, Tanaka also proved that below AJ the strength of the
determinacy of the games differs between Cantor space and Baire space.

The following diagram shows the results on determinacy of infinite games
in second order arithmetic. The left most colum contains subsystems of
second order arithmetic from weaker to stronger. The center colum and the
right most colum contain classes of the games in Baire space and Cantor
spaces, respectively. Each row represents that a certain axiom is equivalent
to the determinacy of the corresponding games over appropriate systems
(RCAy, but over ACAq + ITi-TI for the last row).

Let C be a class of formulas. C-ID(resp. C-MI) is an axiom scheme which
guarantees a pre-wellordering set defined by the inductive definitions (mono-
tone inductive definitions). It is proved that ¥1-ID and ¥1-MI are equivalent
over RCAy by Medsalem and Tanaka in [2]. By using the same technique, we
proved that:

Theorem 1.1. RCAy + SLIDTR « TLMITR.

C-IDTR means a transfinite iteration of C-ID along a given well-ordering.
We give the formal definition in section 2. Also, C-Det (resp. C-Det*) repre-
sents the determinacy of games in Baire space (in Cantor space).

In this paper we prove the following:

Theorem 1.2. The following equivalences hold in RCA,.
1. £}-ID « éep(Aﬁ’, ¥9)-Det «> Sep(X9, £9)-Det,
2. L1-IDTR & A((X9)2)-Det,
3. [BI]*IDTR & A((Z3)k+1)-Det + A((29)x42)-Det* (k > 1).

In the diagram, the shaded parts are obtained new.
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2 Determinacy of Games and Inductive Def-
initions

2.1 Inductive Definitions

First, we see the general definition of the inductive defition.

Definition 2.1. X C N is a pre-well ordering if the following conditions
hold:

1. Vz(z <x )
2. VaVyVz((z <x y Ay <x 2z) — = <x 2),
3. VaVy((z,y € field(X)) — (z <x yVy <x 1)),

A pre-well ordering is a well-ordering if the next aditional condition is satis-
fied.

4 Vovy((z <x yAy <x z) > z=1).
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A mapping from P(N) to P(N) is called an operator.

If 2 e I'(X)” is represented by a C-formula, T is called a C operator. If,
forany X and Y, Y C X implies I'(X) C I'(Y), then I is called a monotone
operator. By mon-C we denote the set of all monotone operators.

Definition 2.2. The axiom C-ID is the following scheme: for any C operator
['(X), there exists a pre-wellordering set W C N x N such that:

1. W is a pre-wellordering on its field F = field(W),
2. Vz € F(Wx = F(W<x) U W<:L‘)a
3. '(F)CF.

where W, ={ye F:y<wz}, We,={y€ F:y<w z}.
Especially, we write [mon-C]-ID as C-MI. For C-MI, the second condition
above becomes

Vz € F(Wm = P(W<z))

L(@xr(T@)) c - CF

Figure 1: C-MI

2.2 X}-ID and Determinacy of Games

In this section we consider ¥} inductive definition. As the researches of
Reverse Mathematics have been proceeded, it is shown that most of mathe-
matics theorems are equivalent to one of Big 5 (RCAq, WKLy, ACAg, ATR,, TT1-
CAo from weaker to stronger). However, in [8], Tanaka defined ¥!-ID, much
stronger than IT}-CAq and proved it is equivalent to ©9-Det.

Theorem 2.3 (Tanaka [8]). Over RCAy, the following are equivalent.
o X0-Det,
e X1-MI.
e TLID

Then, it must be natural to consider more complex game than 9. We
consider the next classes of formulas.



Definition 2.4. Let C and C’ be classes of formulas. We denote the classes

of formulas in the form ¢ Ay (¢ € C,vp € C') as CAC', and ¢ (¢ € C) as
=C.

Definition 2.5. For n > 1 and k < N, we define the classes of the formulas
(£2)k, (I12) as follows.

o (I)k = (),
o (Zoi =X,
o () =38 A ()41 if k> 1.
Lemma 2.6. For any n > 1 and k < N, the following hold.
o (29) =0 A (X0),_, if k is even.
o (X0) =%0V (29),_; if k is odd.
Definition 2.7. Let C be a class of formulas.

e If there exists a =C-formula ¢’ such that

Vf € NY(p(f) < #'(f)),

we call a C-formula ¢ a A(C)-formula.

o If there exist C-formula ¢, =C’-formula 7, C’-formula 7’ such that

Vf € XNp(f) & () AV (=0(F) A (H))),
we call a formula ¢ a Sep(C, C’)-formula.

We show the determinacy of Sep(A?,%J) and that of Sep(X?,%9) are
equivalent, while the determinacy statements for those two classes are known
to be separated in Cantor space.

Theorem 2.8. Over RCAy, the following are equivalent.
o YLIDy,
o Sep(AY, ©9)-Det,
o Sep(XY, X9)-Det.
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2.3 Iteration of Inductive Definition

We here consider sets constructed by transfinite iteration of the inductive
definitions. The following is a formal definition of C-IDTR.

Definition 2.9. The axiom C-IDTR is the following scheme.
For any well-ordering < and C operator I', there exists a sequence of
reflexive sets (V" : r € field(=<)) such that: for any r € field(=<),

1. V7 is pre-wellordering on its field F™ = field(V7"),
2. Vz € Fr(V7 =TF"(VZ,)U VL),
3. TFY(Fr) c F,

where Vy ={y € F" 1y <yrz}, Vi, ={y € Fr 1y <yr 2}, F<" = |J{F" :
r <r}.

Especially, [mon-C]-IDTR is written as C-MITR. For C-MITR, the second
condition of the definition may be replaced by:

Vr € Fr(V7 =TF"(Vvz,).

<
T
. F*"T(Q) cIr=(r®)c ... C FT:fixed point
|
t
|
<
T1
I-\Fio (0) c TF™ (FFro (m)) c C F™:fixed point
<

(@) C FJ(TW)) C

... C Fm:fixed point
Figure 2: C-IDTR



As mentioned above, in C-IDTR the inductive definitions with C operator
I'Y are iterated transfinitely many times. More precisely, we apply the induc-
tive definition and obtain a pre-wellordering V™ on its field F™. Then, by
taking F™ as an oracle, we again apply the inductive definition with operator
¥, Then, we obtain a pre-wellordering V™ on its field F™* = field(V™). We
iterate this procedure transfinitely many times along the given well-ordering
=<, and then we obtain the sequence of pre-wellorderings (V" : r € field(=x)).

2.4 XYl-IDTR and Determinacy of the Games

In this section, we consider ¥}-IDTR and the corresponding determinacy of
the game.
We first see the next theorem.

Theorem 2.10. Over RCAq, the class A((X2)x41) is equivalent to the class
Sep(An, (E)k)-

Using this theorem, we prove the main results of this paper which says
over RCAq that X1-IDTR and A((X9);)-Det are equivalent.

We give the outline of the proof for the next lemma, because this is the
most difficult part, and furthermore the similar technique can be used when
we prove C-ID(TR) in assuming some determinacy of game above 9 A II9.

Lemma 2.11. ACA, F Sep(A9, 9)-Det — SLIDTR.

We explain the idea of the proof. We construct a Sep(A9, ¥9)-game whose
determinacy implies the existence of (V" : r € field(x)) defined by Z1-IDTR.
A play of the game starts with player I’s choosing a pair (y*,7*) and arrising
a question “y* € Fr" 7",

For this question, player II answers 1, which means “Yes”, if he thinks
y* € F™". Then, he constructs V™ V™ V2 acoording to a given well-
ordering <. From now, the player who constructs the pre-wellorderings (V.
r < r*) is called Pro. Conversely, the other player, who tries to point out
mistakes in the construction of Pro, is called Con.

Pro wins the game if he can construct the pre-wellorderings satisfying the
all conditions of L1-IDTR with y* € F".

As Pro constructs the pre-wellorderings, Con can points out (if any) un-
suitable elements in the Pro’s construction. Con wins if he finds out an
infinite descending sequence through Pro’s construction V*". Or, Con may
point out a possible error in V™ (r** < r*). If so, they start a new stage

where the player who asserts y € V™" becomes Pro and the other Con, and
new Pro constructs (V" : r < r**),
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We note that if Con points out only finitely many times in V™", it means
that Pro and Con agree on the initial segment of V™" below the last challenge,
and Con wins if his point-out is really suitable.

Easily, we can show that player II always has a winning strategy 7 in this
game. We define W for each r € field(<) by using the winning starategy .
Then, (W7 : r € field(X)) is the desired sequence of pre-wellorderings.

Lemma 2.12. I1}-CAp - Z-IDTR — Sep(AY, £9)-Det.
Then we have the following theorem.

Theorem 2.13. Over RCAq, the following are equivalent.
o LLIDTR,
o ZLMITR,
o A((X9)2)-Det.

2.5 [Zl]*-IDTR and Determinacy of Games

We have seen the cases where only one operator is used. However, in [2],
inductive definitions with many operators are introduced.

For the simplicity, we here consider only the case k = 2.

We note that the proof of theorem 2.15 and theorem 2.17 are proved by
using basically same technique as we introduced in theorem 2.11.

Definition 2.14. Let Sy and S; be sets of operators. The axiom [Sy, S;]-ID
is the following scheme.

For any operators Iy € Sp,I"y € S, there exist W € N x N, V> (V* C
N x N |z € F = field(W)) such that the following are all satisfied.

1. W is pre-wellordering on its field F,
2. Vz € FU {00}

e V7 is pre-wellordering,
Vy € Fo(VF =Tg <*(V2,)UVZ),
W, =T1(F*) U W,
Iy (F) ¢ F,



> TF F>
™

Iy

4 &\\3\“ |
W e

Figure 3: [C]*ID

From this definition, the next theorem was proved in [2].

Theorem 2.15 (Medsalem, Tanaka [2]). Assume that 0 < k < N. Over
RCAy, the following are equivalent.

e (Zg)k_Det)
° [Eﬂk—lD.

Combining the idea of iteration of inductive definition and the above
definition with finitely many %1 operators, we define an axiom scheme [L1]*-
IDTR, and we prove that it is equivalent to A((X9)x+1)-Det.

We here also see the definition in the case £ = 2.

Definition 2.16. The axiom scheme [Sp, S1]-IDTR asserts the following.
For any well-ordering < and any Iy € Sy, ['; € S, there exist (W™ : r €
field(x)), V™, (V"® : r € field(X),z € F]) such that the following are all
satisfied. :

1. W7 is pre-wellordering on its field Fy,
2. Vz € FT U {00}

e V"% is pre-wellordering on its field Fy™~,
o Vi =Tg "W (VYU VI for all y € Fy®
y — 1o <y <y y 0

o Wr =TI (FP®YUWT

<z
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F-<r

o TET™Wie(Fre) ¢ Ry,
3. Wi =Wr_ =Fr

where FT¥" = @{F]* : 1, <T}.

Theorem 2.17. Over RCA,, the following are equivalent.
o A((X9)k41)-Det,

o [SYF-IDTR.

3 Determincay of the Games in Cantor Space

To investigate the relationships between the determinacies of the games in
Cantor space and Baire space, a technique which translates the games in
Baire space into the games in Cantor space was introduced in [5]. Translate
here means that, for a game ¢(f) in Baire space, the game ¢*(f) in Cantor
space is constructed so that the same player with the winning strategy in
#(f) has a winning strategy.

By constructing this king of game ¢*(f), if we assume that ¢ € C and
¢* € C’, then we can prove over appropriate system that C’-Det* is provable
from C-Det.

We obtain the following.

Theorem 3.1. Over RCA, the following is equivalent.
e LLMITR, '
o A((X9)3)-Det*.
Theorem 3.2. Assume that k > 1. Over RCAy, the following are equivalent.
e [Z1]*-IDTR,
o A((Z9)g42)-Det*.
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