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#### Abstract

Lie groups considered as three-dimensional almost paracontact almost paracomplex Riemannian manifolds are investigated. In each basic class of the classification used for the manifolds under consideration, a correspondence is established between the Lie algebra and the explicit matrix representation of its Lie group.
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## 1 Introduction

In the present paper, we continue the investigations of almost paracontact almost paracomplex Riemannian manifolds. In [16], I. Sato introduced the concept of (almost) paracontact structure compatible with a Riemannian metric as an analogue of almost contact Riemannian manifold. After that, a number of authors develop the differential geometry of these manifolds. The beginning of the investigations on the paracontact Riemannian manifolds is given by $[2,15,17,18]$.

In [14], a classification of almost paracontact Riemannian manifolds of type ( $n, n$ ) is made, taking into account the relevant notion given by Sasaki in [15]. They are $(2 n+1)$-dimensional and the induced almost product structure on the paracontact distribution is traceless, i.e., it is an almost paracomplex structure. In [12], these manifolds are called almost paracontact almost paracomplex manifolds.

In a series of papers, e.g. $[1,3,5,6,7,8,9,10,11,19,20]$, the authors consider Lie groups as manifolds equipped with different additional tensor structures and metrics compatible with them. Furthermore, in our previous work [13], we construct and characterize a family of 3 -dimensional Lie algebras corresponding to Lie groups considered as almost paracontact almost paracomplex Riemannian manifolds. Curvature properties of these manifolds are studied.

[^0]It is known by [4] that each representation of a Lie algebra corresponds uniquely to a representation of a simply connected Lie group. This relation is one-to-one. Hence, knowledge the representation of a certain Lie algebra settles the issue of the representation of its Lie group.

In the present work, our goal is to find a correspondence between the Lie algebras constructed in [13] and explicit matrix representations of their Lie groups for each of the basic classes of the classification used for the manifolds under study.

The paper is organized as follows. In Sect. 2, we recall some necessary facts about the investigated manifolds and related Lie algebras. In Sect. 3, we find the explicit correspondence between the Lie algebras determined in all basic classes of the manifolds studied and respective matrix Lie groups.

## 2 Preliminaries

### 2.1 Almost paracontact almost paracomplex Riemannian manifolds

Let $(\mathcal{M}, \phi, \xi, \eta, g)$ be an almost paracontact almost paracomplex Riemannian manifold. This means that $\mathcal{M}$ is a $(2 n+1)$-dimensional real differentiable manifold equipped with an almost paracontact almost paracomplex structure $(\phi, \xi, \eta)$, i.e., $\phi$ is a fundamental $(1,1)$-tensor field of the tangent bundle $T \mathcal{M}$ of $\mathcal{M}, \xi$ is a characteristic vector field and $\eta$ is its dual 1-form satisfying the following conditions:

$$
\phi^{2}=\mathcal{I}-\eta \otimes \xi, \quad \eta(\xi)=1, \quad \eta \circ \phi=0, \quad \phi \xi=0, \quad \operatorname{tr} \phi=0
$$

where $\mathcal{I}$ denotes the identity on $T \mathcal{M}$. Moreover, $g$ is a Riemannian metric that is compatible with the structure of the manifold so that the following condition is fulfilled

$$
g(\phi x, \phi y)=g(x, y)-\eta(x) \eta(y)
$$

for arbitrary $x, y \in T \mathcal{M}[14,16]$.
Further $x, y, z, w$ will stand for arbitrary elements of the Lie algebra $\mathfrak{X}(\mathcal{M})$ of tangent vector fields on $\mathcal{M}$ or vectors in the tangent space $T_{p} \mathcal{M}$ at $p \in \mathcal{M}$.

Let us recall that an almost paracomplex structure is a traceless almost product structure $P$, i.e., $P^{2}=\mathcal{I}, P \neq \pm \mathcal{I}$ and $\operatorname{tr} P=0$. Because of $\operatorname{tr} P=0$, the eigenvalues +1 and -1 of $P$ have one and the same multiplicity $n$.

Let $\nabla$ be the Levi-Civita connection generated by $g$. The tensor field $F$ of type $(0,3)$ on $\mathcal{M}$ is defined by

$$
F(x, y, z)=g\left(\left(\nabla_{x} \phi\right) y, z\right)
$$

The following equalities define 1-forms associated with $F$, known as the Lee forms of $\mathcal{M}$ :

$$
\theta(z)=g^{i j} F\left(e_{i}, e_{j}, z\right), \quad \theta^{*}(z)=g^{i j} F\left(e_{i}, \phi e_{j}, z\right), \quad \omega(z)=F(\xi, \xi, z)
$$

where $g^{i j}$ are the components of the inverse matrix of $g$ with respect to a basis $\left\{e_{i} ; \xi\right\}$ $(i=1,2, \ldots, 2 n)$ of $T_{p} \mathcal{M}$ at an arbitrary point $p \in \mathcal{M}$.

A classification of almost paracontact almost paracomplex Riemannian manifolds is given in [14]. It consists of eleven basic classes $\mathcal{F}_{s}, s \in\{1,2, \ldots, 11\}$, and each of
them is defined by conditions for $F$. In [12], we determine the components $F_{s}$ of $F$ that correspond to each $\mathcal{F}_{s}$. In other words, the manifold $(\mathcal{M}, \phi, \xi, \eta, g)$ belongs to $\mathcal{F}_{s}$ if and only if the equality $F=F_{s}$ is satisfied. The intersection of the basic classes is the special class $\mathcal{F}_{0}$ defined by the condition $F=0$, which is equivalent to the covariant constancy of the structure tensors with respect to $\nabla$, i.e., $\nabla \phi=\nabla \xi=\nabla \eta=\nabla g=0$.

Let us consider the studied manifold of the lowest dimension, i.e., $\operatorname{dim} \mathcal{M}=3$.
Let $\left\{e_{0}, e_{1}, e_{2}\right\}$, where $e_{0}=\xi, e_{1}=\phi e_{2}, e_{2}=\phi e_{1}$, be a $\phi$-basis of $T_{p} \mathcal{M}$. Thus, it is an orthonormal basis with respect to $g$, i.e., $g\left(e_{i}, e_{j}\right)=\delta_{i j}$ for all $i, j \in\{0,1,2\}$. In [12], we determine the components $F_{i j k}=F\left(e_{i}, e_{j}, e_{k}\right), \theta_{k}=\theta\left(e_{k}\right), \theta_{k}^{*}=\theta^{*}\left(e_{k}\right)$ and $\omega_{k}=\omega\left(e_{k}\right)$ of $F, \theta, \theta^{*}$ and $\omega$, respectively, with respect to $\left\{e_{0}, e_{1}, e_{2}\right\}$ as follows:

$$
\begin{gathered}
\theta_{0}=F_{110}+F_{220}, \quad \theta_{1}=F_{111}=-F_{122}=-\theta_{2}^{*} \\
\theta_{0}^{*}=F_{120}+F_{210}, \quad \theta_{2}=F_{222}=-F_{211}=-\theta_{1}^{*} \\
\omega_{0}=0, \quad \omega_{1}=F_{001}, \quad \omega_{2}=F_{002}
\end{gathered}
$$

Let $x=x^{i} e_{i}, y=y^{i} e_{i}, z=z^{i} e_{i}$ be arbitrary vectors in $T_{p} \mathcal{M}, p \in \mathcal{M}$, decomposed with respect to the $\phi$-basis. Then, the components $F_{s}, s \in\{1,2, \ldots, 11\}$, of $F$ on $(\mathcal{M}, \phi, \xi, \eta, g) \in \mathcal{F}_{s}$ have the following form: [12]

$$
\begin{align*}
F_{1}(x, y, z) & =\left(x^{1} \theta_{1}-x^{2} \theta_{2}\right)\left(y^{1} z^{1}-y^{2} z^{2}\right) \\
F_{2}(x, y, z) & =F_{3}(x, y, z)=0 \\
F_{4}(x, y, z) & =\frac{1}{2} \theta_{0}\left\{x^{1}\left(y^{0} z^{1}+y^{1} z^{0}\right)+x^{2}\left(y^{0} z^{2}+y^{2} z^{0}\right)\right\} \\
F_{5}(x, y, z) & =\frac{1}{2} \theta_{0}^{*}\left\{x^{1}\left(y^{0} z^{2}+y^{2} z^{0}\right)+x^{2}\left(y^{0} z^{1}+y^{1} z^{0}\right)\right\} \\
F_{6}(x, y, z) & =F_{7}(x, y, z)=0 \\
F_{8}(x, y, z) & =\lambda\left\{x^{1}\left(y^{0} z^{1}+y^{1} z^{0}\right)-x^{2}\left(y^{0} z^{2}+y^{2} z^{0}\right)\right\}  \tag{2.1}\\
\lambda & =F_{110}=-F_{220} \\
F_{9}(x, y, z) & =\mu\left\{x^{1}\left(y^{0} z^{2}+y^{2} z^{0}\right)-x^{2}\left(y^{0} z^{1}+y^{1} z^{0}\right)\right\} \\
\mu & =F_{120}=-F_{210} \\
F_{10}(x, y, z) & =\nu x^{0}\left(y^{1} z^{1}-y^{2} z^{2}\right), \quad \nu=F_{011}=-F_{022} \\
F_{11}(x, y, z) & =x^{0}\left\{\omega_{1}\left(y^{0} z^{1}+y^{1} z^{0}\right)+\omega_{2}\left(y^{0} z^{2}+y^{2} z^{0}\right)\right\}
\end{align*}
$$

Therefore, the basic classes of the 3-dimensional manifolds of the investigated type are $\mathcal{F}_{1}, \mathcal{F}_{4}, \mathcal{F}_{5}, \mathcal{F}_{8}, \mathcal{F}_{9}, \mathcal{F}_{10}, \mathcal{F}_{11}$, i.e., $\mathcal{F}_{2}, \mathcal{F}_{3}, \mathcal{F}_{6}, \mathcal{F}_{7}$ are restricted to $\mathcal{F}_{0}$ [12].

### 2.2 The Lie algebras corresponding to Lie groups as almost paracontact almost paracomplex Riemannian manifolds

In this subsection we recall the necessary results obtained in [13].
Let $\mathcal{L}$ be a 3 -dimensional real connected Lie group and let $\mathfrak{l}$ be its Lie algebra with a basis $\left\{E_{0}, E_{1}, E_{2}\right\}$ of left invariant vector fields. An almost paracontact almost paracomplex structure $(\phi, \xi, \eta)$ and a Riemannian metric $g$ are defined as follows:

$$
\begin{gathered}
\phi E_{0}=0, \quad \phi E_{1}=E_{2}, \quad \phi E_{2}=E_{1}, \quad \xi=E_{0} \\
\eta\left(E_{0}\right)=1, \quad \eta\left(E_{1}\right)=\eta\left(E_{2}\right)=0
\end{gathered}
$$

$$
g\left(E_{i}, E_{j}\right)=\delta_{i j}, \quad i, j \in\{0,1,2\}
$$

The resulting manifold $(\mathcal{L}, \phi, \xi, \eta, g)$ is found to be a 3 -dimensional almost paracontact almost paracomplex Riemannian manifold.

The corresponding Lie algebra $\mathfrak{l}$ is determined as follows

$$
\left[E_{i}, E_{j}\right]=C_{i j}^{k} E_{k}, \quad i, j, k \in\{0,1,2\}
$$

where $C_{i j}^{k}$ are the commutation coefficients.
Theorem 2.1 ([13]). The manifold $(\mathcal{L}, \phi, \xi, \eta, g)$ belongs to the basic class $\mathcal{F}_{s}(s \in\{1$, $4,5,8,9,10,11\})$ if and only if the corresponding Lie algebra $\mathfrak{l}$ is determined by the following commutators:

$$
\begin{array}{llll}
\mathcal{F}_{1}: & {\left[E_{0}, E_{1}\right]=0,} & {\left[E_{0}, E_{2}\right]=0,} & {\left[E_{1}, E_{2}\right]=\alpha E_{1}-\beta E_{2} ;} \\
\mathcal{F}_{4}: & {\left[E_{0}, E_{1}\right]=\alpha E_{2},} & {\left[E_{0}, E_{2}\right]=\alpha E_{1},} & {\left[E_{1}, E_{2}\right]=0} \\
\mathcal{F}_{5}: & {\left[E_{0}, E_{1}\right]=\alpha E_{1},} & {\left[E_{0}, E_{2}\right]=\alpha E_{2},} & {\left[E_{1}, E_{2}\right]=0} \\
\mathcal{F}_{8}: & {\left[E_{0}, E_{1}\right]=\alpha E_{2},} & {\left[E_{0}, E_{2}\right]=-\alpha E_{1},} & {\left[E_{1}, E_{2}\right]=2 \alpha E_{0} ;} \\
\mathcal{F}_{9}: & {\left[E_{0}, E_{1}\right]=\alpha E_{1},} & {\left[E_{0}, E_{2}\right]=-\alpha E_{2},} & {\left[E_{1}, E_{2}\right]=0} \\
\mathcal{F}_{10}: & {\left[E_{0}, E_{1}\right]=-\alpha E_{2},} & {\left[E_{0}, E_{2}\right]=\alpha E_{1},} & {\left[E_{1}, E_{2}\right]=0} \\
\mathcal{F}_{11}: & {\left[E_{0}, E_{1}\right]=\alpha E_{0},} & {\left[E_{0}, E_{2}\right]=\beta E_{0},} & {\left[E_{1}, E_{2}\right]=0}
\end{array}
$$

where $\alpha, \beta$ are arbitrary real parameters. Moreover, the relations of $\alpha$ and $\beta$ with the non-zero components $F_{i j k}$ in the different basic classes $\mathcal{F}_{s}$ from (2.1) are the following:

$$
\begin{array}{rlrl}
\mathcal{F}_{1}: & \alpha=\frac{1}{2} \theta_{1}, \beta=-\frac{1}{2} \theta_{2} ; & \mathcal{F}_{4}: \alpha=\frac{1}{2} \theta_{0} ; \\
\mathcal{F}_{5}: & \alpha=\frac{1}{2} \theta_{0}^{*} ; & \mathcal{F}_{8}: \alpha=\lambda ; \\
\mathcal{F}_{9}: & \alpha=\mu ; & \mathcal{F}_{10}: \alpha=\frac{1}{2} \nu ; \\
\mathcal{F}_{11}: & \alpha=\omega_{2}, \beta=\omega_{1} . & &
\end{array}
$$

Obviously, if $\alpha$ (and $\beta$ if any) vanish in the corresponding class, then the Lie algebra is Abelian and the manifold belongs to $\mathcal{F}_{0}$. We further exclude this trivial case from our considerations, i.e., we assume that $(\alpha, \beta) \neq(0,0)$.

Recall that the class of the para-Sasakian paracomplex Riemannian manifolds is $\mathcal{F}_{4}^{\prime}$, which is the subclass of $\mathcal{F}_{4}$ determined by the condition $\theta(\xi)=-2 n$ [12]. Then, Theorem 2.1 has the following

Corollary 2.2 ([13]). The manifold $(\mathcal{L}, \phi, \xi, \eta, g)$ is para-Sasakian if and only if the corresponding Lie algebra $\mathfrak{l}$ is determined by the following commutators:

$$
\left[E_{0}, E_{1}\right]=-E_{2}, \quad\left[E_{0}, E_{2}\right]=-E_{1}, \quad\left[E_{1}, E_{2}\right]=0
$$

## 3 Matrix representation of the 3-dimensional Lie groups equipped with the structure studied

Let $(\mathcal{L}, \phi, \xi, \eta, g)$ be a 3 -dimensional almost paracontact almost paracomplex Riemannian manifold, where $\mathcal{L}$ is a Lie group with associated Lie algebra $\mathfrak{g}$. In Theorem 2.1,
we determine the Lie algebra by commutators such that the manifold belongs to the class $\mathcal{F}_{s}(s \in\{1,4,5,8,9,10,11\})$.

In the following theorem, which is the main theorem in the present work, we obtain an explicit matrix representation of a Lie group $\mathcal{G}$ isomorphic to the given Lie group $\mathcal{L}$ with the same Lie algebra $\mathfrak{g}$ when $(\mathcal{L}, \phi, \xi, \eta, g)$ belongs to each of $\mathcal{F}_{s}$.

Theorem 3.1. Let $(\mathcal{L}, \phi, \xi, \eta, g)$ be an almost paracontact almost paracomplex Riemannian manifold belonging to the basic class $\mathcal{F}_{s}(s \in\{1,4,5,8,9,10,11\})$. Then the compact simply connected Lie group $\mathcal{G}$ isomorphic to $\mathcal{L}$, both with one and the same Lie algebra $\mathfrak{g}$, has the following matrix representation

$$
\begin{equation*}
e^{A}=E+t A+u A^{2} \tag{3.1}
\end{equation*}
$$

where $E$ is the identity matrix, $A$ is the matrix representation of the corresponding Lie algebra and $t, u$ are real parameters. The matrix form of $A$ as well as the expressions of $t$ and $u$ for each of $\mathcal{F}_{s}$ are given in Table 1, where $a, b, c$ are arbitrary reals and $\alpha$, $\beta$ are introduced in Theorem 2.1.

Proof. As it is known from [4], the commutation coefficients provide a matrix representation $A$ of a Lie algebra. Then, the matrix representation of $\mathfrak{g}$ is the following

$$
\begin{equation*}
A=a M_{0}+b M_{1}+c M_{2}, \quad a, b, c \in \mathbb{R} \tag{3.2}
\end{equation*}
$$

where the basic matrices $M_{i}$ have entries determined by the commutation coefficients of $\mathfrak{g}$ as follows

$$
\begin{equation*}
\left(M_{i}\right)_{j}^{k}=-C_{i j}^{k}, \quad i, j, k \in\{0,1,2\} \tag{3.3}
\end{equation*}
$$

The class $\mathcal{F}_{1}$. Firstly, let $(\mathcal{L}, \phi, \xi, \eta, g)$ belong to $\mathcal{F}_{1}$. In this case, the corresponding Lie algebra $\mathfrak{g}_{1}$, according to Theorem 2.1, is determined by the following way:

$$
\left[E_{0}, E_{1}\right]=\left[E_{0}, E_{2}\right]=0, \quad\left[E_{1}, E_{2}\right]=\alpha E_{1}-\beta E_{2}
$$

where $\alpha=\frac{1}{2} \theta_{1}, \beta=-\frac{1}{2} \theta_{2}$. Therefore, the nonzero commutation coefficients are:

$$
\begin{equation*}
C_{12}^{1}=-C_{21}^{1}=\alpha, \quad C_{12}^{2}=-C_{21}^{2}=-\beta \tag{3.4}
\end{equation*}
$$

Because of (3.3) and (3.4), we have

$$
M_{0}=\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right), \quad M_{1}=\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & -\alpha & \beta
\end{array}\right), \quad M_{2}=\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & \alpha & -\beta \\
0 & 0 & 0
\end{array}\right)
$$

We have that $(b, c) \neq(0,0)$ is true, otherwise $A$ is a zero matrix and $\mathfrak{g}$ is Abelian. Then, using (3.2), we obtain the matrix representation $A$ of the considered Lie algebra $\mathfrak{g}_{1}$ given in Table 1. Therefore, the characteristic polynomial of $A$ has the form:

$$
P_{A}(\lambda)=\lambda^{2}(\lambda-\alpha c-\beta b)
$$

and its eigenvalues $\lambda_{i}(i=1,2,3)$ are the following:

$$
\lambda_{1}=\lambda_{2}=0, \quad \lambda_{3}=\alpha c+\beta b
$$

Table 1: The matrix form of $A$ and the expressions of $t$ and $u$ for $\mathcal{F}_{s}$

| $\mathcal{F}_{1}:$ | $\begin{aligned} & A=\left(\begin{array}{ccc} 0 & 0 & 0 \\ 0 & \alpha c & -\beta c \\ 0 & -\alpha b & \beta b \end{array}\right) \\ & \operatorname{tr} A=\alpha c+\beta b \end{aligned}$ | $\begin{aligned} & t= \begin{cases}\frac{e^{\operatorname{tr} A}-1}{\operatorname{tr} A}, & \operatorname{tr} A \neq 0 \\ 1, & \operatorname{tr} A=0\end{cases} \\ & u=0 \end{aligned}$ |
| :---: | :---: | :---: |
| $\mathcal{F}_{4}$ : | $\begin{aligned} & A=\left(\begin{array}{ccc} 0 & \alpha c & \alpha b \\ 0 & 0 & -\alpha a \\ 0 & -\alpha a & 0 \end{array}\right) \\ & \operatorname{tr} A^{2}=2 \alpha^{2} a^{2} \end{aligned}$ | $\begin{aligned} & t= \begin{cases}\frac{\sinh \sqrt{\frac{1}{2} \operatorname{tr} A^{2}}}{\sqrt{\frac{1}{2} \operatorname{tr} A^{2}}}, & \operatorname{tr} A^{2}>0 \\ 1, & \operatorname{tr} A^{2}=0\end{cases} \\ & u= \begin{cases}\frac{\cosh \sqrt{\frac{1}{2} \operatorname{tr} A^{2}}-1}{\frac{1}{2} \operatorname{tr} A^{2}}, & \operatorname{tr} A^{2}>0 \\ 0, & \operatorname{tr} A^{2}=0\end{cases} \end{aligned}$ |
| $\mathcal{F}_{5}$ : | $\begin{aligned} & A=\left(\begin{array}{ccc} 0 & \alpha b & \alpha c \\ 0 & -\alpha a & 0 \\ 0 & 0 & -\alpha a \end{array}\right) \\ & \operatorname{tr} A=-2 \alpha a \end{aligned}$ | $\begin{aligned} & t= \begin{cases}\frac{e^{\frac{1}{2}+\operatorname{tr} A}-1}{\frac{1}{2} \operatorname{tr} A}, & \operatorname{tr} A \neq 0 \\ 1, & \operatorname{tr} A=0\end{cases} \\ & u=0 \end{aligned}$ |
| $\mathcal{F}_{8}$ : | $\begin{aligned} & A=\left(\begin{array}{ccc} 0 & -\alpha c & \alpha b \\ 2 \alpha c & 0 & -\alpha a \\ -2 \alpha b & \alpha a & 0 \end{array}\right) \\ & \operatorname{tr} A^{2}=-2 \alpha^{2}\left(a^{2}+2 b^{2}+2 c^{2}\right) \end{aligned}$ | $\begin{aligned} & t=\frac{\sin \sqrt{-\frac{1}{2} \operatorname{tr} A^{2}}}{\sqrt{-\frac{1}{2} \operatorname{tr} A^{2}}}, \quad \operatorname{tr} A^{2}<0 \\ & u=\frac{\cos \sqrt{-\frac{1}{2} \operatorname{tr} A^{2}}-1}{\frac{1}{2} \operatorname{tr} A^{2}}, \quad \operatorname{tr} A^{2}<0 \end{aligned}$ |
| $\mathcal{F}_{9}$ : | $\begin{aligned} & A=\left(\begin{array}{ccc} 0 & \alpha b & -\alpha c \\ 0 & -\alpha a & 0 \\ 0 & 0 & \alpha a \end{array}\right) \\ & \operatorname{tr} A^{2}=2 \alpha^{2} a^{2} \end{aligned}$ | $\begin{aligned} & t= \begin{cases}\frac{\sinh \sqrt{\frac{1}{2} \operatorname{tr} A^{2}}}{\sqrt{\frac{1}{2} \operatorname{tr} A^{2}},} & \operatorname{tr} A^{2}>0 \\ 1, & \operatorname{tr} A^{2}=0\end{cases} \\ & u= \begin{cases}\frac{\cosh \sqrt{\frac{1}{2} \operatorname{tr} A^{2}}-1}{\frac{1}{2} \operatorname{tr} A^{2}}, & \operatorname{tr} A^{2}>0 \\ 0, & \operatorname{tr} A^{2}=0\end{cases} \end{aligned}$ |
| $\mathcal{F}_{10}$ : | $\begin{aligned} & A=\left(\begin{array}{ccc} 0 & \alpha c & -\alpha b \\ 0 & 0 & -\alpha a \\ 0 & -\alpha a & 0 \end{array}\right) \\ & \operatorname{tr} A^{2}=2 \alpha^{2} a^{2} \end{aligned}$ | $\begin{aligned} & t= \begin{cases}\frac{\sinh \sqrt{\frac{1}{2} \operatorname{tr} A^{2}}}{\sqrt{\frac{1}{2} \operatorname{tr} A^{2}}}, & \operatorname{tr} A^{2}>0 \\ 1, & \operatorname{tr} A^{2}=0\end{cases} \\ & u= \begin{cases}\frac{\cosh \sqrt{\frac{1}{2} \operatorname{tr} A^{2}}-1}{\frac{1}{2} \operatorname{tr} A^{2}}, & \operatorname{tr} A^{2}>0 \\ 0, & \operatorname{tr} A^{2}=0\end{cases} \end{aligned}$ |
| $\mathcal{F}_{11}$ : | $\begin{aligned} & A=\left(\begin{array}{ccc} \alpha b+\beta c & 0 & 0 \\ -\alpha a & 0 & 0 \\ -\beta a & 0 & 0 \end{array}\right) \\ & \operatorname{tr} A=\alpha b+\beta c \end{aligned}$ | $\begin{aligned} & t= \begin{cases}\frac{e^{\operatorname{tr} A}-1}{\operatorname{tr} A}, & \operatorname{tr} A \neq 0 \\ 1, & \operatorname{tr} A=0\end{cases} \\ & u=0 \end{aligned}$ |

We then obtain the corresponding linearly independent eigenvectors $p_{i}(i=1,2,3)$ :

$$
p_{1}(1,0,0)^{\top}, \quad p_{2}(0, \beta, \alpha)^{\top}, \quad p_{3}(0,-c, b)^{\top}
$$

using the notation ${ }^{\top}$ for matrix transpose. The vectors $p_{i}$ determine the following matrix:

$$
P=\left(\begin{array}{ccc}
1 & 0 & 0  \tag{3.5}\\
0 & \beta & -c \\
0 & \alpha & b
\end{array}\right)
$$

Using the matrix $A$ for $\mathcal{F}_{1}$ in Table 1 and (3.5), we obtain $\Delta=\operatorname{det} P=\operatorname{tr} A$, where we denote $\Delta:=\alpha c+\beta b$.

Now, let us consider the first case when $\operatorname{tr} A \neq 0$ holds, i.e., $\Delta \neq 0$ and $\operatorname{det} P \neq 0$. Then, we obtain the inverse matrix of $P$ as follows:

$$
P^{-1}=\frac{1}{\Delta}\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & b & c \\
0 & -\alpha & \beta
\end{array}\right)
$$

It is well known the formula

$$
\begin{equation*}
e^{A}=P e^{J} P^{-1} \tag{3.6}
\end{equation*}
$$

where the Jordan matrix $J$ is the diagonal matrix $J=\operatorname{diag}\left(\lambda_{1}, \lambda_{2}, \lambda_{3}\right)$. Therefore, the matrix representation of the corresponding Lie group $\mathcal{G}_{1}$ of the considered Lie algebra $\mathfrak{g}_{1}$ in the first case is the following:

$$
\mathcal{G}_{1}=\left\{\left.\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & 1+\alpha c t & -\beta c t \\
0 & -\alpha b t & 1+\beta b t
\end{array}\right) \right\rvert\, t=\frac{e^{\Delta}-1}{\Delta}, \Delta \neq 0\right\}
$$

This result can be written as

$$
\begin{equation*}
\mathcal{G}_{1}: \quad e^{A}=E+t A, \quad t=\frac{e^{\operatorname{tr} A}-1}{\operatorname{tr} A}, \quad \operatorname{tr} A \neq 0 \tag{3.7}
\end{equation*}
$$

Let us consider the second case when $\operatorname{tr} A=0$, i.e., $\Delta=0$ and $\operatorname{det} P=0$. Then the matrix $P$ is non-invertible and therefore $A$ is nilpotent with some nilpotency index $q$ and $e^{A}$ can be expressed as follows

$$
e^{A}=E+A+\frac{A^{2}}{2!}+\frac{A^{3}}{3!}+\cdots+\frac{A^{q-1}}{(q-1)!}
$$

Using the form of $A$ for $\mathcal{F}_{1}$ in Table 1 and $\Delta=0$, we obtain $A^{2}$ is a zero matrix, i.e., $q=2$. Therefore, in this case we get the matrix representation of the Lie group $\mathcal{G}_{1}$ for $\mathfrak{g}_{1}$ in the following way:

$$
\mathcal{G}_{1}=\left\{\left.\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & 1+\alpha c & -\beta c \\
0 & -\alpha b & 1+\beta b
\end{array}\right) \right\rvert\, \Delta=0\right\}
$$

which can be written as

$$
\begin{equation*}
\mathcal{G}_{1}: \quad e^{A}=E+A, \quad \operatorname{tr} A=0 \tag{3.8}
\end{equation*}
$$

Generalizing (3.7) and (3.8), we get the matrix representation (3.1) of the matrix Lie group $\mathcal{G}_{1}$, where $A, t$ and $u$ are given in Table 1 for $(\mathcal{L}, \phi, \xi, \eta, g) \in \mathcal{F}_{1}$.

The classes $\mathcal{F}_{5}$ and $\mathcal{F}_{11}$. When we consider the cases of $\mathcal{F}_{5}$ and $\mathcal{F}_{11}$, we notice that $\operatorname{tr} A$ can be non-zero there, just as for $\mathcal{F}_{1}$. The results in Table 1 for these two classes are obtained in the same way as for $\mathcal{F}_{1}$.

The class $\mathcal{F}_{4}$. Now, let us consider $(\mathcal{L}, \phi, \xi, \eta, g) \in \mathcal{F}_{4}$. According to Theorem 2.1, the corresponding Lie algebra $\mathfrak{g}_{4}$ is determined by the following way

$$
\begin{equation*}
\left[E_{0}, E_{1}\right]=\alpha E_{2}, \quad\left[E_{0}, E_{2}\right]=\alpha E_{1}, \quad\left[E_{1}, E_{2}\right]=0 \tag{3.9}
\end{equation*}
$$

where $\alpha=\frac{1}{2} \theta_{0}$. Bearing in mind (3.9), the non-zero commutation coefficients are:

$$
\begin{equation*}
C_{01}^{2}=-C_{10}^{2}=C_{02}^{1}=-C_{20}^{1}=\alpha \tag{3.10}
\end{equation*}
$$

By virtue of (3.2), (3.3) and (3.10), we obtain the matrix representation $A$ of $\mathfrak{g}_{4}$ as is given in Table 1. Obviously, we have $\operatorname{tr} A=0$.

We determine the matrix $P$ as in the case of $\mathcal{F}_{1}$ and obtain

$$
P=\left(\begin{array}{ccc}
1 & -b-c & -b+c \\
0 & a & a \\
0 & a & -a
\end{array}\right)
$$

for $\lambda_{1}=0, \lambda_{2}=-\alpha a, \lambda_{3}=\alpha a$, i.e., $J=\operatorname{diag}\{0,-\alpha a, \alpha a\}$. Therefore, we have $\operatorname{det} P=-2 a^{2}$. Using the form of $A$ in Table 1 for $\mathcal{F}_{4}$ and $\operatorname{tr} A^{2}=2 \alpha^{2} a^{2}$, we notice that $P$ is invertible or not depending on $\operatorname{tr} A^{2} \neq 0$ or $\operatorname{tr} A^{2}=0$, respectively.

First, when $\operatorname{tr} A^{2}$ is non-zero, i.e., $\operatorname{tr} A^{2}>0$ is satisfied, we obtain the inverse matrix of $P$ as follows:

$$
P^{-1}=\frac{1}{2 a}\left(\begin{array}{ccc}
2 a & 2 b & 2 c \\
0 & 1 & 1 \\
0 & 1 & -1
\end{array}\right)
$$

Then, applying (3.6), the following matrix representation of the Lie group $\mathcal{G}_{4}$ :

$$
\mathcal{G}_{4}=\left\{\left.\left(\begin{array}{ccc}
1 & \frac{b}{a}(1-w)+\frac{c}{a} v & \frac{c}{a}(1-w)+\frac{b}{a} v \\
0 & w & -v \\
0 & -v & w
\end{array}\right) \right\rvert\, a \neq 0\right\}
$$

where $v=\sinh (\alpha a)$ and $w=\cosh (\alpha a)$. This result can be written as

$$
\begin{align*}
\mathcal{G}_{4}: & e^{A}=E+t A+u A^{2}, \\
& t=\frac{\sinh \sqrt{\frac{1}{2} \operatorname{tr} A^{2}}}{\sqrt{\frac{1}{2} \operatorname{tr} A^{2}}}, \quad u=\frac{\cosh \sqrt{\frac{1}{2} \operatorname{tr} A^{2}}-1}{\frac{1}{2} \operatorname{tr} A^{2}}, \quad \operatorname{tr} A^{2}>0 . \tag{3.11}
\end{align*}
$$

Now, we focus on the second case when $\operatorname{tr} A^{2}$ vanishes, therefore $a=0$ is valid and $P$ is not invertible. Then $A$ is nilpotent with a nilpotency index $q=2$. Therefore, we obtain

$$
\begin{equation*}
\mathcal{G}_{4}: \quad e^{A}=E+A, \quad \operatorname{tr} A^{2}=0 \tag{3.12}
\end{equation*}
$$

According to (3.11) and (3.12), the matrix Lie group $\mathcal{G}_{4}$ has the matrix representation (3.1), where $A, t$ and $u$ are given in Table 1 for $(\mathcal{L}, \phi, \xi, \eta, g) \in \mathcal{F}_{4}$.

The classes $\mathcal{F}_{9}$ and $\mathcal{F}_{10}$. Considering the cases of $\mathcal{F}_{9}$ and $\mathcal{F}_{10}$, we find that $\operatorname{tr} A=0$ and $\operatorname{tr} A^{2}>0$ there, just as for $\mathcal{F}_{4}$. The results in Table 1 for these two classes are obtained in the same way as for $\mathcal{F}_{4}$.

The class $\mathcal{F}_{8}$. Finally, let us consider the case when $(\mathcal{L}, \phi, \xi, \eta, g)$ belongs to $\mathcal{F}_{8}$. From Theorem 2.1, we have the following:

$$
\left[E_{0}, E_{1}\right]=\alpha E_{2}, \quad\left[E_{0}, E_{2}\right]=-\alpha E_{1}, \quad\left[E_{1}, E_{2}\right]=2 \alpha E_{0}
$$

where $\alpha=\lambda$, according to (2.1).
In the same way as in the cases for $\mathcal{F}_{1}$ and $\mathcal{F}_{4}$, we obtain the matrix form of $A$ in $\mathfrak{g}_{8}$ as it is shown in Table 1. It implies $\operatorname{tr} A=0$ and $\operatorname{tr} A^{2}=-2 \alpha^{2} \Delta$, where $\Delta:=a^{2}+2 b^{2}+2 c^{2}$. Since $\Delta$ is positive for $(a, b, c) \neq(0,0,0)$, then $\operatorname{tr} A^{2}$ is negative in this non-trivial case.

Obviously, the characteristic polynomial of $A$ has the form $P_{A}(\lambda)=\lambda\left(\lambda^{2}+\alpha^{2} \Delta\right)$ and we get the following eigenvalues of $A$ :

$$
\begin{equation*}
\lambda_{1}=0, \quad \lambda_{2}=\mathrm{i} \alpha \sqrt{\Delta}, \quad \lambda_{3}=-\mathrm{i} \alpha \sqrt{\Delta} \tag{3.13}
\end{equation*}
$$

where $\mathrm{i}=\sqrt{-1}$. Next, we obtain the corresponding linearly independent eigenvectors $p_{i}(i=1,2,3)$ :

$$
\begin{gathered}
p_{1}(a, 2 b, 2 c)^{\top}, \quad p_{2}\left(-a c-\mathrm{i} b \sqrt{\Delta},-2 b c+\mathrm{i} a \sqrt{\Delta}, a^{2}+2 b^{2}\right)^{\top}, \\
p_{3}\left(-a c+\mathrm{i} b \sqrt{\Delta},-2 b c-\mathrm{i} a \sqrt{\Delta}, a^{2}+2 b^{2}\right)^{\top}
\end{gathered}
$$

and they form the following matrix

$$
P=\left(\begin{array}{ccc}
a & -a c-\mathrm{i} b \sqrt{\Delta} & -a c+\mathrm{i} b \sqrt{\Delta}  \tag{3.14}\\
2 b & -2 b c+\mathrm{i} a \sqrt{\Delta} & -2 b c-\mathrm{i} a \sqrt{\Delta} \\
2 c & a^{2}+2 b^{2} & a^{2}+2 b^{2}
\end{array}\right)
$$

with $\operatorname{det} P=2 \mathrm{i}\left(a^{2}+2 b^{2}\right) \Delta \sqrt{\Delta}$. Therefore, $P$ is invertible (respectively, non-invertible) if and only if $(a, b) \neq(0,0)$ (respectively, $(a, b)=(0,0)$ and $c \neq 0)$.

Firstly, let us consider the case when $P$ is invertible, i.e., $(a, b) \neq(0,0)$. Then, we obtain the inverse matrix of $P$ as follows:

$$
P^{-1}=\left(\begin{array}{ccc}
\frac{a}{\Delta} & \frac{b}{\Delta} & \frac{c}{\Delta} \\
-h_{1}^{*} & -h_{2} & \frac{1}{2 \Delta} \\
-h_{1} & -h_{2}^{*} & \frac{1}{2 \Delta}
\end{array}\right), \quad h_{1}=\frac{a c+\mathrm{i} b \sqrt{\Delta}}{\Delta\left(a^{2}+2 b^{2}\right)}, \quad h_{2}=\frac{2 b c+\mathrm{i} a \sqrt{\Delta}}{2 \Delta\left(a^{2}+2 b^{2}\right)}
$$

and * denotes the corresponding complex conjugate.
Therefore, we obtain the matrix representation of the Lie group $\mathcal{G}_{8}$ for $\mathfrak{g}_{8}$ in the following way:

$$
\mathcal{G}_{8}=\left\{\left.\left(\begin{array}{ccc}
\alpha^{2} u\left(a^{2}-\Delta\right)+1 & a b \alpha^{2} u-\alpha t & a c \alpha^{2} u+b \alpha t \\
2 a b \alpha^{2} u+2 c \alpha t & \alpha^{2} u\left(2 b^{2}-\Delta\right)+1 & 2 b c \alpha^{2} u-a \alpha t \\
2 a c \alpha^{2} u-2 b \alpha t & 2 b c \alpha^{2} u+a \alpha t & \alpha^{2} u\left(2 c^{2}-\Delta\right)+1
\end{array}\right) \right\rvert\, \Delta>0\right\} .
$$

This result can be written as

$$
\begin{align*}
\mathcal{G}_{8}: & e^{A}=E+t A+u A^{2} \\
& t=\frac{\sin (\alpha \sqrt{\Delta})}{\alpha \sqrt{\Delta}}, \quad u=\frac{1-\cos (\alpha \sqrt{\Delta})}{\alpha^{2} \Delta}, \quad \Delta>0 . \tag{3.15}
\end{align*}
$$

Now, let us consider the case when $\operatorname{det} P=0$ for $P$ in (3.14), i.e., $(a, b)=(0,0)$ and $c \neq 0$. In this case we specialize the form of $A$ and obtain its eigenvectors $p_{i}$ ( $i=1,2,3$ ) corresponding to its eigenvalues $\lambda_{i}$ in (3.13), where $\Delta$ is specialized as $\Delta=2 c^{2}$. Then, the consequent matrix $P$ has the following form

$$
P=\left(\begin{array}{ccc}
0 & \mathrm{i} \frac{\sqrt{2}}{2} & -\mathrm{i} \frac{\sqrt{2}}{2} \\
0 & 1 & 1 \\
1 & 0 & 0
\end{array}\right)
$$

with $\operatorname{det} P=\mathrm{i} \sqrt{2}$. Obviously, $P$ is invertible now and then its inverse matrix is the following

$$
P^{-1}=\left(\begin{array}{ccc}
0 & 0 & 1 \\
-\mathrm{i} \frac{\sqrt{2}}{2} & \frac{1}{2} & 0 \\
\mathrm{i} \frac{\sqrt{2}}{2} & \frac{1}{2} & 0
\end{array}\right)
$$

Thus, using formula (3.6), the matrix representation of the Lie group $\mathcal{G}_{8}$ in this case is the following:

$$
\mathcal{G}_{8}=\left\{\left.\left(\begin{array}{ccc}
1-\alpha^{2} c^{2} u & -\alpha c t & 0 \\
2 \alpha c t & 1-\alpha^{2} c^{2} u & 0 \\
0 & 0 & 1
\end{array}\right) \right\rvert\, \quad(a, b)=(0,0), c \neq 0\right\}
$$

which can be written as

$$
\mathcal{G}_{8}: \quad e^{A}=E+t A+u A^{2}, \quad t=\frac{\sin (\alpha|c| \sqrt{2})}{\alpha|c| \sqrt{2}}, \quad u=\frac{1-\cos (\alpha|c| \sqrt{2})}{2 \alpha^{2} c^{2}}
$$

which coincides with (3.15) in the special case of $\Delta=2 c^{2}$.
Finally, the results in both cases for $(a, b) \neq(0,0)$ and $(a, b)=(0,0), c \neq 0$ can be combined as it is shown in Table 1 for $(\mathcal{L}, \phi, \xi, \eta, g) \in \mathcal{F}_{8}$.

The latter completes the proof of the theorem.
Bearing in mind Corollary 2.2 and Theorem 3.1, we obtain immediately the following
Corollary 3.2. If $(\mathcal{L}, \phi, \xi, \eta, g)$ is para-Sasakian, then the compact simply connected Lie group $\mathcal{G}$ isomorphic to $\mathcal{L}$, both with one and the same Lie algebra, has the form (3.1), i.e., $e^{A}=E+t A+u A^{2}$, where for $a, b, c \in \mathbb{R}$ we have

$$
A=\left(\begin{array}{ccc}
0 & -c & -b \\
0 & 0 & a \\
0 & a & 0
\end{array}\right), \quad t=\left\{\begin{array}{ll}
\frac{\sinh |a|}{|a|}, & a \neq 0 \\
1, & a=0
\end{array}, \quad u= \begin{cases}\frac{\cosh |a|-1}{|a|}, & a \neq 0 \\
0, & a=0\end{cases}\right.
$$
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