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Abstract

In this work we analyze in depth the structure of the matrix representing the operator mapping the
coefficients of a polynomial p(x) in the monomial basis M into those in the Newton basis N. A
factorization in minimal terms of said matrix has been obtained and as a consequence a factorization
of its inverse is available too. As a result, a new high performances routine for the computation of
the divided differences of the exponential and the closely related ¢; functions has been produced with
satisfying results.

1 Introduction

Given a sequence of n + 1 interpolation points z = (2,2, . . ., 2,) and the corresponding function values f (z,), f (z1),...,f (2,)
there exists a unique polynomial p(x) of degree n interpolating f (x) in the Hermite sense at z. There are many polynomial basis
under which p(x) can be written, in particular we are going to focus on the monomial and the Newton basis. The monomial basis
M={1,x,...,x"} is such that the n + 1 scalars ay, a,, ..., a, identify p(x) in M as

n

p(x) =D ax*

k=0
or, in vector form, as
p(x) =m(x,n)"a(n)

where m(x,n) = (1,x,...,x")" and a(n) is the vector having on its kth component the coefficient a,. The Newton basis
N = {my,(x), 1y ,(x),...,7,,(x)} where

k—1
Mo () =1, me(x) =] Jor—20)

j=0

is such that the n + 1 scalars d[z,],d[2,2%1]; ..., d[2,21,- -+, 2,), called divided differences, identify p(x) in N as

p(x)= Zd[zo,zl, s 2 )T (X)

k=0

or, in vector form, as
p(x) = n(x,n)"d(n)

where 7(x,n) = (1y,(x), 7, ,(x),...,7m,,(x))" and d(n) is the vector having on its kth component the coefficient d[z, 2, ...,%].
In this work we are going to analyze in depth the structure of the matrix representing the operator that maps a(n) into d(n) and
its inverse.

As a result we will come up with several simple algorithms for switching between a(n) and d(n) each one of them showing
different numerical and analytic properties. In particular one of these algorithms fits especially well the task of computing the
table of divided differences of a given function f(x), i.e. the matrix having in the n —k + 1 entries of its (k + 1)st column the
divided differences

d[sz d[zk’zk+l]’ LR d[zkfzk+17 s 7Zn]

of the function f (x). Thanks to this feature together with the properties of the exponential function, we will show how to build
a new routine for the fast and accurate computation of the divided differences of the exponential function and of the closely
related ¢, functions. Each one of the algorithms we will report is meant to work as it is in Matlab.
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2 The change of basis operator

In order to easily define the matrix representing the change of basis operator and its inverse we need to introduce two important
kinds of symmetric polynomials: the complete homogeneous symmetric polynomials and the elementary symmetric polynomials.
We recall that a symmetric polynomial is a polynomial such that if any of the variables are interchanged the polynomial remains
unchanged.

The complete homogeneous symmetric polynomial of degree k — j over the variables z,, 2, ...,%;, that is:

) J’
hy_i(20,%1,...,%;) = E Ziy %y

0<iy <...<ij_j<j

with hy_;(29,2,...,%;) equal to 0 if k—j < 0 and to 1 if k— j = 0. In other words, h;_;(2,2;,...,%;) is the sum of all monomials
of total degree k — j in the variables.
The elementary symmetric polynomial of degree k — j over the variables z,, 21, ...,2;_;, that is:

(20,215 -+ Z1) = E Zy
0<iy <-+<i_j<k—1

with e;_;(2,%1,...,%1) equal to 0 if k—j < 0 and to 1 if k —j = 0. In other words, e,_;(2y,%1,...,%1) is the sum of all
monomials with k — j factors and of total degree k — j in the variables.
In the literature (see [6], Theorem p. 776) it has been analytically derived that the matrix H(zy, 2, .. .,2,) representing the
operator that maps a(n) into d(n), i.e.:
d(n) =H(zg,24,---,2,)a(n)

is defined by means of complete homogeneous symmetric polynomials as the matrix having

hy_ (20,21, -+ -,2;)

in its (j + 1,k + 1) position. Since the complete homogeneous symmetric polynomials are such that hy_;(zy,2;,...,%;) = 0 if
k—j <0and hy_;(20,21,...,%;) = 1 if k— j = 0 we have that H(z,21,...,2,) is an upper triangular matrix with all ones on the
main diagonal independently from the instance of the sequence z = (2,, 1, . ..,%,). Therefore we know that H(z, 2;, .. .,2,) is
invertible with inverse E(2y,%1,...,%,) := H(2p,21,...,2,)"}. As an example we show in the following the matrix H(z,, 2, %, %3)
mapping a(3) into d(3):

1 z 22 z

0 1 zo+2z 22+202 +2>
H(Zmzl:ZZ’ZS): 0 0 1 OZO+Zl +221

0 O 0 1

Notice that z; does not appear in H(zy, 21, %3, 23)-

The next step is to determine analytically the inverse E(z,21,.-.,2,). To do so we expand the Newton basis polynomials
7. .(x) in their explicit form applying the so called Vieta’s formulas expressing the coefficients of a polynomial with respect to the
monomial basis as symmetric functions of its roots. Briefly such formulas tell us that the coefficient of the jth power of the kth
Newton basis polynomial is such that

coef(j, .. () = (=1)er (20,21, -, 21 1)

and hence we can rewrite the kth Newton basis polynomial 7; ,(x) in the form

k
”k,z(x) = Z(_l)k_jek—j(zo, 215 .- ,Zk—1)xj

j=0

From here it follows that the matrix E(z,,2,...,2,) representing the operator that maps d(n) into a(n)is defined by means of
elementary symmetric polynomials as the matrix having

(_1)k_jek7j(zo:zl: s %)
inits (j + 1,k + 1) position. In fact for such E(z, 2, ...,2,) we have that
(o, )" =m(x,n) E(20,21, - -, 2,)

and hence from
p(x) =m(x,n)" E(zg, 21, ...,2,)d(n)

we can derive by comparison the identity:
a(n) =E(zg,24,-..,2,)d(n).

As an example we show in the following the matrix E(z, 2;,2,,25) mapping d(3) into a(3):

1 —z Z0%1 —20%1%2
0 1 —zy—2 2p2;+20%,+22
E(ZO 21,25 ZB): 0 1 0°1 0°2 12
T 0o O 1 —20— 21 — 2,
0o 0 0 1
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Notice that z, does not appear in E(z, 2;, 25, %3)-

We conclude this section by writing two Matlab routines that can be used to build the matrices H(zy,2,,-..,2,) and
E(2y,2,,-.-,%,) but first we need to give some recurrence properties of the complete homogeneous symmetric polynomials
and the elementary symmetric polynomials.

Claim 1. The complete homogeneous symmetric polynomial over 2,,%y,...,%; of degree k — j for any p € {0,1,...,j} can be
decomposed as follows:
R (20,215 -5 2;) =i (20,215 -+ > Bp—15Zpa1s - -5 55) "
+ 2,01 (%0, 215 -+ -5 7))

Proof. The claim follows if we consider the alternative representation of the complete homogeneous symmetric polynomials

— io i1 ij
hy—j(20,21,-+.,2;) = E EARAREE S

io+iy+...+ij=k—j

where iy, i;,...,1; are positive integers. O
Claim 2. The elementary symmetric polynomial over 2,2, .. .,2,_; of degree k — j for any p € {0, 1, ...,k — 1} can be decomposed
as follows:
ek—j(zo»zly e »Zk—l) = ek—j(ZOszly cee ;zp—l’zp+1: e ;zk—l) (2)
+2pe1i-1(20, 215 -+ +» Bp15 Zpi1s -+ -5 Bhe1)-

Proof. Consider the Newton basis polynomial 7, ,(x). For any p € {0, 1,...,k— 1} the coefficient of its term of degree j can be
computed as

coef(j, i . (x)) = coef(j, x(x —2,) 7 7., (x)) + coef(j, =z, (x —2,) " 7 . (x))
= coef(j — 1, (x —2,) 7 ., (x)) — z,c0ef(j, (x —2,) " 7 .(x))
The claim follows by applying Vieta’s formulas to each side of this identity. O

Thanks to the decomposition (1) with p = j we can express the entry (j + 1,k + 1) of H(z,2;,...,%,) by means of z; and the
entries (j, k) and (j + 1, k). This can be exploited to build the following code:

function H = build_H( z )
% Return the matrix H mapping a(n) into d(n).

% Input:

% - z, interpolation sequence
Output:

% - H, matrix mapping a(n) into d(n)

O OO~NOOE WN =
==

n = length( z ) - 1;
H = [ cumprod([ 1 omes(1,n)*z(1) 1); zeros(n,n+1l) 1;
for j = 1:n
10. for k = j:n
11. H(C j+1,k+1 ) = H(C j,k ) + z( j+1 ) * H( j+1,k );
12. end
13. end
Given the interpolation sequence z = (2,2, - - -,2,) it returns the matrix H(zy, 21, ... ,2,)-

Thanks to the decomposition (2) with p = k — 1 we can express the entry (j + 1,k + 1) of E(z,,21,...,2%,) by means of z;_;
and the entries (j, k) and (j + 1, k). This can be exploited to build the following code:

1. function E = build_E( z )

2. % Return the matrix E mapping d(n) into a(n).

3. % Input:

4. % - z, interpolation sequence

5. % Output:

6. % - E, matrix mapping d(n) into a(n)

7. n = length( z ) - 1;

8. E = [ cumprod([ 1,-z(1:n) 1); zeros(n,n+1) ];

9. for j = 1:n

10. for k = j:n

11. EC j+1,k+1 ) = E( j,k ) - z( k) * E( j+1,k );
12. end

13. end
Given the interpolation sequence z = (2,21, - -,2,) it returns the matrix E(zy, 2, .. .,2,)-
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3 Factorization of the change of basis operator

Although the two algorithms with which we concluded the past section can be used to switch back and forth between d(n) and
a(n) it may not be a good idea. In fact much faster algorithms can be created and we will do so in this section after we will have
shown some factorization properties of the matrices E(2y, 2, ..,2,) and H(z,2,...,2,)-

Consider now again the decomposition of the elementary symmetric polynomials given in equation (2), this time with p = 0.

We have
(20,215 + > Zk1) = €x—j(Z15 -+ -5 Bkm1) + Zo€kmjmr (B, -+ Zp1)
=e3_j(0,21,.--,Z1) + 2o€j—1(0,21, . -, 2 1)

3

where the last equality comes from intrinsic properties of such polynomials. From the very rule that we followed to build the
matrix E(z,,2,, . ..,2,) the left hand side of (3) equals (—1)*~/ times the entry (j + 1,k + 1) of E(z,, 21, .. .,%,). Analogously on
the right hand side of (3) we have that ¢,_;(0,2;,...,%,_;) equals (=1) times the entry (j + 1,k + 1) of E(0, 2, ...,2,) while
we have that e,_;_;(0,2;,...,2%_;) equals (=1)*7! times the entry (j + 2,k + 1) of E(0,z,,...,2,).

What we can deduce from this is that for j and k in {0, 1,...,n—1} the entry (j + 1,k + 1) of E(2,, 2, . ..,%,) equals the entry
(j+1,k+1) of E(0,2,...,2,) minus z, times the entry (j + 2,k + 1) of E(0,2,,...,2,). In matrix form this can be represented by

E(zg,21,.-+,2,) = (I(n+ 1) —z,J(n + 1))E(0, 24, . .., 2,) @

where I(n+ 1) and J(n + 1) are respectively the identity matrix and the zero matrix having all ones on its first superdiagonal both
of size n+ 1. Bearing in mind how the matrix representing the inverse change of basis operator is built we know that

(I(n+1) —2zyJ(n+ 1)) = E(z,,0,...,0)

and hence
E(zg,21,---,2,) = E(2,0,...,0)E(0,2,...,2,).

Again by using the definition of the elementary symmetric polynomials we know that

1
E(O’zlx"')zn)_( E(Zl,"':zn)) (5)
and therefore we can iterate the factorization step by step over the submatrices until we get to the full factorization
E(zg,21,..-,2,) = E(2,,0,...,0)E(0,2,0,...,0)---E(0,...,0,2,). (6)

There is now the possibility to obtain an even more complete factorization for which the matrix E(zg, 24, .. .,2,) is factored
into the product of n(n +1)/2 matrices. Set the matrix E;(z,) to be the n+ 1 square identity matrix with —z, in the entry (i,i + 1),

ie.
1(i)
Ei(zp) = P
I(n—i—1)

If we now left multiply E,(z,) into E;(z,) it is clear that we are merely copy—pasting the bottom right corner of E;,,(z,) into
the bottom right corner of E;(z,), since the latter consists of an identity matrix. Following this simple principle we can factor
E(0,...,z,,...,0) with p < n into the n — p matrices

En(zp)En—l(zp) e Ep+1(zp)

where E(0,...,0,2,) is already the identity matrix. It is possible hence to rewrite the matrix E(2y, 21, ...,%,) as the product of
n(n+ 1)/2 factors

n—1 n—rI:—l
E(Zo’zla-"’zn)z ( l_[ En—j(zk)) (7)
k=0 j=0

where the curved arrow pointing right indicates that the product sign has to be understood as juxtaposing the upcoming matrices
on the right side.

The factorizations of E(zy, 2, ...,2,) shown in (6) and (7) offer the possibility to factor the matrix H(z, 24, . . .,2,) too. In
fact we know that the matrix H(z,,2;,...,2,) equals E"'(2o,2,,...,%2,) and hence we know that, analogously to equation (6),
H(zy,2,---,2,) equals

E(0,...,0,2,)*E(0,...,0,2,_1,0) ' ---E(z,,0,...,0) 7% (8)
Following the same reasoning we can rewrite, analogously to equation (7), the matrix H(z, 24, - - -, 2,,) as the product of n(n+1)/2
factors
n—1 n—k—1

H(z,21,-,2) = | [(] ] B0,
k

=0 j=0

As a side note if we define H;(z,) to be the inverse of the matrix E;(z,), it can be easily seen that

Hi(zp) = Ei(_zp) (©)]
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and thus we can rewrite the new factorizaton in a nicer form as

n—1 n—k—1
H(zo,21, 20 = | [(] | Hass D)- (10)
k

=0 j=0

We now list some highly efficient routines for switching between the monomial and Newton’s basis coefficients. Such routines
will be based on the factorizations given in equations (7) and (10). Part of the efficiency of such algorithm lies in the fact of
being in—place, this means that they are algorithms that transform input using no auxiliary data structure. As a consequence at
first sight it may be confusing that the vector d(n) will be given in input under the name a_n and viceversa a(n) will be given in
input under the name d_n.

We start by listing the code that given d(n) and the interpolation sequence z = (2,2, . - -, 2,) returns the coefficients a(n), i.e.

it performs the mapping of the operator represented by the matrix E(zy, 2z, - - - ,2,)-
1. function a_n = Ed_n( z,a_n )

2. % Compute a(n) given d(n) and z.

3. % Input:

4. % - z, interpolation sequence

5. % - a_n, vector d(n)

6. % Output:

7. % - a_n, vector a(n)

8. n = length( z ) - 1;

9. for j = n:-1:1

10. for k = j:n

11. an(k)= an(k) -2z(j) *an(k+tl);

12. end

13. end

Notice that we can get rid of the inner loop by substituting it with the line
10. a_n( k:n ) =an(k:n) - zCk ) * a_n( k+1:n+1 );

that is a vectorised and therefore parallelizable version of the code. This is equivalent to implementing the factorization of (6).

We proceed by listing the inverse algorithm that given a(n) and the interpolation sequence z = (2,24, ...,%,) returns the

coefficients d(n), i.e. it performs the mapping of the operator represented by the matrix H(zg, 24, - . -, 2,,)-
1. function d_n = Ha_n( z,d_n )

2. % Compute d(n) given a(n) and z.

3. % Input:

4. % - z, interpolation sequence

5. % - d_n, vector a(n)

6. % Output:

7. % - d_n, vector d(n)

8. n = length( z ) - 1;

9. for j = O:n-1

10. for k = n:-1:j+1

11. dn( k) =dn(k)+z(j+tl ) * dn( k+1 );

12. end

13. end

Notice that we can’t get rid of the inner loop as we could do with the previous code.

In order to do so we have to reorder somehow the matrix multiplications appearing in equation (10). Thanks to their special
structure, the matrices Hy, (z,,) and H;,(z,,) commute if and only if |i; —i,| # 1. Bearing that in mind, consider the matrices in
equation (10) written down in their extended form, that is without using the product notation. Considering the matrices from
right to left we pick the first one that can commute with its left neighbor, that is H;(z,), and we are going to swap it with its left
neighbors until we encounter H,(2;) with which it can’t commute. At this point we are going to pick H,(z;)H;(z,) and swap it
with its left neighbors until we encounter H;(z,) and so on until the moment in which we obtain

nCZ nfllz
H, (2, )H, 1 (2,0) - HyGo)([ [C] | Hay GG, an
k=0 j=0

We can iterate the commuting operation on and on over the matrices still nested into the product sign. In this way we obtain the
following reordering of the original factorization:

)

n—1 n—k—1

H(ZO: Z1yeees Zn) = ( anj(znfkfjfl))' (12)
k=0 j

Il
<}
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From this we have available also a reordering for the factorization of the inverse matrix

0

n—1 n 1

E(Zo, 215005 Zn) = ( En—j(zn—k—j—l))' (13)
k=0 j

Il
o

Let us see how the changes in the arrangement of the matrices shown in formula (13) reflect in the code that given d(n) and
the interpolation sequence z = (2¢, 21, - - -, Z,) returns a(n).

1. function a_n = Ed_n_res( z,a_n )

2. % Compute a(n) given d(n) and z. Resorted factorization.
3. % Input:

4. % - z, interpolation sequence

5. % - a_n, vector d(n)

6. % Output:

7. % - a_n, vector d(n)

8. n = length( z ) - 1;

9. for k = O:n-1
10. for j = n:-1:k+1
11. an(j)=an(j)-2z(j-k)*an(j+tl );
12. end
13. end

Differently from before, this algorithm is not vectorizable hence we cannot get rid of the inner loop nor we can parallelise the
calculations.
Let us see instead how the changes in the arrangement of the matrices shown in formula (12) reflect into the code that given

a(n) and the interpolation sequence z = (2,2, - - ,2,) returns d(n).

1. function d_n = Ha_n_res( z,d_n )

2. % Compute d(n) given a(n) and z. Resorted factorization.
3. % Input:

4. % - z, interpolation sequence

5. % - d_n, vector a(n)

6. % Output:

7. % - d_n, vector d(n)

8. n = length( z ) - 1;

9. for k = 0:n-1

10. for j = n-k:n

11. dn( j ) =dmn(j) +2z(C j-n+tk+1 ) * d_n( j+1 );
12. end

13. end

This algorithm can be successfully vectorised. In fact we can get rid of the inner loop replacing it with the line
10. d_n( n-k:n ) = d_n( n-k:n ) + z( 1:k+1 ) .* d_n( n-k+1:n+1 );

making it possible to parallelise the calculations.

We conclude this section with a remark reconnecting this work to the literature. At the beginning of Section 2 we mentioned
[6, Theorem p. 776], which states that if V(z,, 2y, ...,2,) is the Vandermonde matrix over the interpolation sequence then the
standard LU-decomposition of its transpose is

V(2o,21,.--,2,)" =H(20,21,...,2,) U(29,21,--,%,)

where U(z,, 21, ...,2%,) is upper triangular. Since the inverse of H(z,, 21, . . . ,zn)T is E(2q, 21, - - ,zn)T we can also write
E(20,21,-.,%,) V(20,21, ..., 2,) =U(20,21,...,%,)

and therefore any transpose decomposition of E(zy,2;,-..,2,) can be seen as the concatenation of the Gaussian elimination steps.

4 Computing the divided difference of the exponential and closely related functions

In the recent years in the field of applications the problem of computing functions of matrices has attracted a rising interest.
Among such functions it can be highlighted the exponential and more in general the so called ¢, functions, that are defined as:

x)=>.= (14)
i £ (i +1)!
i=0
and that include the exponential function since clearly ¢(x) coincides with e*. When it comes to the approximation of functions
of matrices it is very often convenient to interpolate at some sequence z = (2,,%;,...,%,) in order to try and exploit spectral
properties of the input matrix. Hence a fast and accurate computation of divided differences plays a prominent role in executing
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such tasks. In this section we are going to introduce a new algorithm for the efficient computation of the divided differences for
the ¢, functions at the interpolation sequence z = (2, 2, - - - , 2,,), hamely

d[ZO]:d[ZOJZl]: s ,d[zOszl, s ;Zn]'

We start by presenting the state of the art algorithm for the computation of the divided differences of the exponential function
at z developed in [10] since our routine will inherit its structure. This algorithm is based on the so called Opitz’s theorem, that
has been originally introduced in [11]. According to the Opitz theorem, given any k € {0, 1,...,n}, the divided differences

d[sz d[zk’zk+l]: (RS d[zkfzk+17 oo :Zn]
of a function f (x) are in order in the last n —k + 1 entries of the (k + 1)th column of f(Z(zy,2, .. .,2,)) where
2y
1 2z
Z(ZOrzly"'rzn): .. .. >
1 z

and hence the wanted divided differences can be derived as

exp(Z(zg,21,---,2,))e€;

where e, is the first column of the identity matrix of size n + 1.

At this point one could think that it is enough to compute this vector by using one of the many routines developed to
approximate the action of the matrix exponential. The reality is that such routines are only relatively accurate in norm while we
are required to approximate in relatively high precision each one of the divided differences that, for the exponential function, are
rapidly decreasing. Furthermore general purpose routines are not designed for this case of interest that obviously presents a
pattern that must be exploited.

Returning to the routine developed in [10], a crucial step that must be performed in order to handle accurately arbitrarily
large inputs is to apply a scaling technique. It is possible in fact to recover the wanted divided differences by just powering the
matrix of the divided differences on a scaled sequence. In practice, for a positive integer s, set

F) = exp(Z(2™°2p,272y,...,27°%,))

and set
e pR2 p-1
F(sy i= RE;, R

with
1

2n71
then, thanks to the Lemma from ([10], pp.509), we know that for 0 < i < s the following holds:
Fi = exp(Z(272,,2%2,,...,27°2,))

and in particular
F) = exp(Z(20,21, .- -»2n))

that is the table of divided differences at z. Since we are not interested in the whole divided differences matrix but just in the first
column, the powering part can be done applied to the vector e; and hence performing just matrix—vector products. In addition to
that, [10] has exploited the work of [12] that investigates the relation between the triangular matrix T and f (T) when f (x) is
an analytic function as the exponential. As a result, F,) is computed in an extremely efficient way and the resulting routine is
characterized by very high performances.

What we aim to do in this section is to develop a new routine that outperforms the one from [10] by exploiting the tools we
built in this work. In particular we will focus on the fast computation of Fy, while we will maintain the powering part untouched.

One idea would be to adapt the algorithms derived in the previous section to the purpose of approximating the divided
differences of a power series. In fact the matrix H(z,, 21, ...,%,) has 1 as its last bottom right entry, hence it is assigns the value a,
to d[2g,21,---,%,). This is exact if a, is the highest nonzero coefficient of p(x) while it merely is an approximation otherwise. To
fix this problem we just have to add many enough additional interpolation points 2,1, 2,2, - - -, 2y in order to recover the lost
accuracy. Unfortunately, this approach would require computing each column of F(,, separately with an increased computational
complexity due to the additional points. Therefore it may be too slow when it comes to compete with an algorithm as optimized
as the one developed in [10].

To tackle this inconvenient we now prove another factorization of the matrix H(z,, 2;, . . .,2,) that we will show to have an
interesting property. Consider the following manipulation of formula (4):

E(zg,21,---,2,) = (I(n+ 1) —2z,J(n + 1))E(0, 24, .. .,2,)
=E(0,2,...,2,) —2,J(n+ 1)E(0, 24,...,2,)
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that, together with the trivial identity
J(n+ 1E(0,2,...,2,) =E(z1,...,2,,0)0J(n +1)
that is due to the fact that J(n + 1) is the null matrix with ones on its first superdiagonal, gives that E(z,,2,...,2,) equals
E(z1,...,%,,0)(H(zy,...,%,,0)E(0,2,...,2,) —2,J(n + 1)).

Let’s study now the structure of the matrix H(zy,...,%,,0)E(0,2,...,2,). To do so we employ formula (11) over 2;,2,,...,%,,0
instead of 2y, 2, .. showing that H(z, ..., 2,, 0) can be rewritten as:

n—2 n—k—2
H,(z)H, G- Hi @) ] ] Hosy ).
k=0 j=0
We know already from the past section that
HTZ n— (I? 2 n—; 2 n—k—2 n—; 2 n—?—z
[T THaGeay =] [(] B G = J(] [ BmiGen™
k=0 j=0 k=0 j=0 k=0 j=0

and hence, by comparison with (7) we obtain

m
n2nk2

(]_[( 1_[ E, () T =E(0,71,...,2,),

from which we can deduce that
H(Zl’ ey Zn: O)E(O) zl: e )zn) = Hn(zn)Hn—l(zn—l) e Hl(zl)

which is the n + 1 sized identity matrix with 2;,2,,...,2, on its first superdiagonal. In conclusion we have that the matrix
E(zg,2;,---,2,) equals
E(21,23, . -5 %0, O H, (2, — 20 )H, 1 (2,1 — 20) -+ - Hy (21 — %)

that, thanks to (9), we know to be also equal to

E(21,25, -+, %5, 0)E, (20 — 2,)En_1 (20 — 2,-1) - - Eq (29 — 21).

We can proceed analogously in factorizing the matrix E(z;,2,, . ..,%,,0) and then the matrix E(z,,2s,...,2,,0,0) and so on until
we get

(r? n—1

E(zo>zly"';zn) = ( En—j(zk_zn—j+k)) (15)
k=0 j=0

provided that we set z; = 0 for every k > n + 1. Hence

~ (\
n

H(z,21, .7 ]—[H GRS (16)
k=0 j=0

provided, again, that z;, = O for every k > n+ 1. We now have available a new algorithm for switching between a(n) and d(n).

This algorithm enjoys a very useful property for our purposes when we use it to compute d(n) from a(n). In fact at each
stage n — k of the outer product sign we are computing the divided differences over 2,21, .- ., 2, starting from the divided
differences at 2 1,2k 2, - -»Znskq1- L0 Make it evident consider as an example the first step we made toward this factorization:

E(21,23, -+, %0, 0)En (20 — 2, )Ep1 (20 — 2,1) - - Eq (29 — 21).
when inverted and applied to a(n) we have
H, (20 — 21 )Hy(20 — 25) -+ - H, (29 — 2,)H(21, 25, - - - , 2, 0)a(n)

that clearly equals
H, (20 — 21)Hy(20 — 25) -+ - H, (20 — 2,)d'(n)

where d’(n) is the vector of the divided differences over z,,2,,...,2,,0. Hence it is possible to fill up the columns of the matrix
F(;) while computing the divided differences over zy,2,, ...,y from the coefficients ay, ay, ..., ay, reducing drastically the overall
computational time.

For our perticular purpose we picked N to be equal to n + 30 and the scaling parameter s to be a positive integer such that
the interpolation points are not spread too far apart, namely s |z; —z;| <3.5and s7|z,| < 3.5 for any choice of the positive
integers i,j,k < n+ 1. This is due to the fact that in the worst case scenario, i.e. n = 0, we want to approximate accurately
d[s71z,] = e % and, in [1, 4] has been shown that double precision is attainable by means of the Taylor series truncated to
degree 30 provided s7!|z,| < 3.5.
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In order to enforce the condition on the interpolation points and to sensibly simplify the task we apply a preconditioning to
the interpolation sequence by computing the divided differences of the exponential function at 2y — u,2; — u, . ..,%, —u with

n

u= n’lzzi.

i=0

InmmwmmﬁmrﬁﬂS35d%ﬂﬂmmmm4hw—mS35ﬁnmeLk$n+LNmoﬂxmmhammmgﬁﬂwmmmdMMn
sequence may lead to smaller scaling parameters leading to improve the overall efficiency. Then, by exploiting the properties of
the exponential function, we recover the divided differences over the original interpolation sequence by multiplying e* into the
divided differences computed over the shifted points.

In the following we list the algorithm we have developed starting by the factorization we just have outlined in combination
with the scaling and shifting algorithm.

1. function dd = dd_phi( z,1 )

2. % Compute phi_1(x)’s divided differences.

3. % Input:

4. % - z, interpolation points

5. % Output:

6. % - dd, divided differences

7. z=1[zeros(1,1); zC: ) ]; mu =mean( z ); z = z - mu;
8. n = 1length( z) - 1; N=n + 30;

9. F = zeros( n+1 );

10. for i = 1:n

11. F(i+l:n+1,i ) = z( i ) - z( i+l:n+1 );

12. end

13. s = max( ceil( max( max( abs( F ) ) ) / 3.5 ),1 );
14. 7 Compute F_O

15. dd = [ 1 1./cumprod( (1:N)*s ) 1;

16. for j = n:-1:0

17. for k = N:-1:(n-j+1)

18. dd( k ) =dd( k ) + z( j+1 ) * dd( k+1 );

19. end

20. for k = (n-j):-1:1

21. dd( k ) = dd( k ) + F( k+j+1,j+1 ) * dd( k+1 );
22. end

23. F( j+1,j+1:n+1 ) = dd( 1:n-j+1 );

24. end

25. F( 1:n+2:(n+1)"2 )
26. F = triu( F );

27. % Squaring Part
28. dd = F(1,: );

29. for k = 1:s-1

30. dd = dd * F;
31. end

32. dd = exp( mu ) * transp(dd(1+1:n+1));

exp( z/s );

We now explain how we can obtain the divided differences of the generic function ¢;(x) provided just the two small
modifications of lines 7 and 32. From formula (14) and from the representation of the divided differences show in the first part
of this work, the approximation of the divided differences of ¢;(x) over the interpolation sequence (2,2, --.,2,) equals

d’'(n) =H(zg,21,-..,2,)a’ (n)

with a’(n) being the vector such that the kth entry equals the (k + [)th entry of the vector of the coefficients of the exponential
function in the monomial basis m(x, n), namely: a;,; = 1/(k+[—1)!. As a consequence one can obtain d’(n) by simply computing
the divided differences of the exponential function over the interpolation sequence modified by adding [ interpolation points at
zero at the beginning 0, ...,0,2,,2;,...,2, (executed at line 7) and then discarding the first [ (executed at line 32). In fact from
(5) we know that

H(O,...,0,29,21,..-,2,)

is the matrix having an [ sized identity matrix in its upper left corner.

As a final note we highlight that with minor modifications of the algorithm in [10] it is possible to obtain the whole divided
difference table over an interpolation sequence. In order to apply those minor modification to our routine it is enough to substitute
line 13. with
13. s = max( 2~ceil( log2( max( max( abs( F ) ) ) / 3.5) ),1);

and lines from 28. to 32. with
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28. for k = 1:1og2( s )
29. F = F~2;
30. end

31. F = exp( mu ) * F( 1+1:n+1,1+1:n+1 );

and of course demanding the output to be F and not dd.

5 Numerical experiments

In this section we are going to run some some numerical tests in order to test thoroughly the performances of our new algorithm:
dd_phi with respect to the most advanced competitors. The competitors are:

e dd_ts, this routine is based on the scaling and squaring algorithm applied to Opitz’s theorem for triangular matrices
developed in [10] and that we outlined in the past section. The Matlab implementation we use is due to the author of [2]
that also extended this algorithm to the high performance computation of the ¢, functions.

e exptayotf from [5], is the only existing routine able to compute the matrix exponential in double precision arithmetic
for any given tolerance in a backward stable way. We will use this routine with tolerance set to realmin = 2.23e—308 in
combination with the Opitz’s theorem in order to compute the divided differences required for running the tests.

On the other hand we don’t compare with the so called Standard Recurrence algorithm that is the algorithm stemming from the
recurrence defining the divided difference, i.e.

d[zkszk+1: cee :Zk+j—1:| _d[zk+1:zk+2: .. ~:Zk+j]

A2k, Zki1s -+ 5 Zkgi] =

[ k> “k+1> > k+]] 2z _Zk+j

where d[z, ] = €*. The reason for this is that when it comes to the numerical implementation it is well known that the resulting

routine is a very unstable algorithm and prone to huge accuracy loss. Evidence supporting this can be found in Table 3 from

[2] where a catastrophic propagation of the error through the steps of the Standard Recurrence algorithm is made evident. In

addition to that, we are not going to perform any comparison with the algorithm from [8] based on the computation of divided

differences via their representation as a contour integral. In fact although such an algorithm is an excellent tool for computing

accurately the divided differences of certain classes of analytic analytic functions, it is not designed expressly for those of the
exponential function and therefore a comparison would turn out to be unfair to say the least.

The first test we perform consists in testing the speed performances of the three routines under examination. In order to accur-
ately measure the timing of each computation we run the tests by using just one processor (Matlab’s option -singleCompThread).
Moreover, we run each routine on each sequence 20 times and we register the average time taken to process each input. The set
of sequences over which we run the three routines are:

sl. y-(20,%1,---,%,) where n € {1,3,5,...,99}, y = 8 and the interpolation points g; are randomly chosen following a normal
distribution of mean 0 and variance 1;

s2. v+ (29,%1,-..,2,) where n € {1,3,5,...,99}, vy = 8 and the interpolation points z; have real and imaginary parts chosen
following a normal distribution of mean 0 and variance 1.

We then report the results in two different graphs (see Figure 1) to compare the performances over real and complex inputs.
What we can observe is that over both real and complex inputs dd_phi performs best by a least one order of magnitude. The
surprising data is that the routine exptayotf is faster than dd_ts in the complex case despite the fact that it is not optimized for
this particular task. We repeat this test but we ask instead of the vector of the divided differences the whole divided differences
table. The results, reported in Figure 2, show that also in this case dd_phi stands alone as the fastest routine.

The next test we are going to perform is meant to establish how accurate is our routine dd_phi with respect to dd_ts and
exptayotf. The interpolation sequences that we use to test the accuracy of the three algorithms are:

al. y-(29,%,---,2,) where n € {10,25,50,100}, v € {2,4,...,512} and the interpolation points z; are randomly chosen
following a normal distribution of mean 0 and variance 1;

a2. v-(zy,24,-..,%,) where n € {10,25,50,100}, y € {2,4,...,512} and the interpolation points z; have real and imaginary
parts chosen following a normal distribution of mean 0 and variance 1;

a3. yv-(2,%1,..-,%,) Where n € {10, 25,50,100}, y € {2,4,...,512} and the interpolation points z; are the n Chebyshev points
over the interval [—1,1];

a4. v-(29,%1,--.,2,) where n € {10,25,50,100}, y € {2,4,...,512} and the interpolation points z; are the n Leja points (see
[3, 4, 7, 13]) over the interval [—1,1];

a5. y-(29,%1,---,2,) where n € {10,25,50,100}, y € {2,4,...,512} and the interpolation points z; are the n Leja points over
the closed unit disk in the complex plane (see [13, Example 1.3]);

a6. v-(2p,24,...,2,) Where n € {10,25,50,100}, y € {2,4,...,512} and the interpolation points z; are coalescing, i.e. z; = 27'.

The sequences in al.-a3. are then reordered a la Leja (see [4, Section 3.2] and [13, Formula (1.5)]) so that they can be
meaningful from a numerical point of view. In fact such a reordering is shown to lead to higher stability when it comes to Newton
interpolation (see [13, Example 4.1]). On the other hand the sequences in a4.—a5. are by construction already ordered a la Leja
while we do not reorder those in a6. since they are designed to stress the three routines.

Dolomites Research Notes on Approximation ISSN 2035-6803



/O‘Q\,\ Zivcovich 38

, real input . complex input
10 T T 10 T T T

+ dd_ts + dd ts
o dd_phi O dd_phi
x exptayotf X exptayotf
T x
++ +FT xXxXX
T
PN
++xxxxxx
102 ~ 102 %% —
PRty
X:
LXEXX
XX XX X
xxxxxxx ¥‘*
o ++ x¥¥ ve)
XX X
XX, X prtt XXt o oo°°°°°o°°
@ xxx* ettt N x XXX 4 e
5 XX XXX S £ X + 002
by X + by x
%‘”l’x x_ XXX nXX ++_'__,_+ 4 ‘%ws, x ++ oo°°° i
g x X + 8 Yo o)
© x + © + O
+H
*Hr ooooooooo + Ooooo
+ oo°0° + 00
++ 500000 o o
++ O
+ O ogo0 & oo
o -0 ° + 0
o
104 +1050° 1 1w0tp © 5
'
640
+o0
o
I I I I I I I I

sequence length sequence length

Figure 1: Average elapsed time to compute the divided differences for the sequences described in s1. and s2.

For each sequence y - (2,2, - - - , 2,) We compute the mean relative error committed by each routine taking as trusted reference
the divided differences computed using exptayotf with tolerance set to realmin ~ 2.23e—308 and the input converted in
a 200 digits vpa data type from the variable precision arithmetic toolbox of Matlab. We plot in Figures from 3 to 6 the mean
relative error committed by each routine as the scale parameter y increases for the sequences described in a3.-a6., the most
significant from a numerical point of view. We deduce from Figures 3 to 6 that while there does exist a clear relation between the
choice of the scale parameter y and the mean relative error it does not exist between the length of a sequence and the mean
relative error.

What is more important is that it appears evident that our routine dd_phi is broadly as accurate as its main competitors.
Now in order to rigorously determine which routine is the most accurate we present the data from Figures 3 to 6 together with
the data relative to the families of sequences described in al. and a2. in Figure 7 as a performance profile where for a given a
the corresponding point on each curve indicates the fraction p of sequences on which the method had a mean relative error at
most a factor a times a the machine precision tol~ 2.22e—16.

It is clearly shown in Figure 7 that the best performance profile is the one held by dd_phi, our routine, closely followed
by exptayotf and dd_ts. In fact the data show that dd_phi, exptayotf and dd_ts have respectively the 87.5%, 84.3%
and 80.6% probability of committing an error smaller than 50 times eps. This numbers increase to 96.3%, 92.6% and 90.7%
probability when considering an error smaller than 100 times eps. But what is more important is that while dd_phi presents a
99% chance of committing an error smaller than about 145 times eps while dd_ts presents a 99% chance of committing an error
smaller than about 354 times eps and exptayotf presents a 99% chance of committing an error smaller than 499 times eps.

6 Conclusions

From the numerical tests we conclude that the new routine dd_phi is more stable, accurate and fast than the competitors existing
nowadays. This is true both for the computation of the divided differences over an interpolation sequence z = (z,, 21, - - .,2,) and
for the computation of the whole divided difference table.

In conclusion we can state that the thorough analysis of the matrix representing the operator mapping the coefficients of a
polynomial p(x) in the monomial basis M into those in the Newton basis ' we carried on in the first part of this work gave us a
powerful theoretical tool for building new algorithms.

The next step is going to be to exploit the structure of the matrices E(zy,2,...,2,) and H(z,,2,...,%,) in order to tackle
difficult problems of interest in the field of numerical polynomial interpolation. Furthermore, as a future work, the plan is to
develop brand new routines for the computation of the divided differences of other analytic functions of interest such as the
trigonometric or logarithmic functions.
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Figure 2: Average elapsed time to compute the divided differences table for the sequences described in s1. and s2.
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Figure 3: Mean average error committed by the three routines as the scale parameter y increases
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Figure 4: Mean average error committed by the three routines as the scale parameter y increases over the sequences described in a4., i.e. with

the n Leja points over the interval [—1,1].
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Figure 5: Mean average error committed by the three routines as the scale parameter y increases
the n Leja points over the closed complex unit disk.
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Figure 6: Mean average error committed by the three routines as the scale parameter y increases over the sequences described in a6., i.e. with

coalescing points z; = 27",
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Figure 7: Same data as Figures from 3 to 6 together with data relative to the sequences described in 1. and 2. presented as performance profile.
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