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Abstract: A generalization of the Cauchy-Schwarz inequality for polyvectors
according to Drozdov [1] is given. It leads to the definition of the angle of

two vector subspaces with different dimensions.

Cauchy-Schwarz inequality, a well-known property of a scalar
product in unitary vector spaces, is as follows:

If Vi = [{u}] V{ = [{v}] are two one-dimensional subspaces of a
real (or complex) vector space V,, with a scalar product, then
(1) lu-Vl < luf v,
with equality if and only if V1 =

In this article we shall give a genera,hzatlon of the above mequahty
(1). We extend this inequality on two subspaces V;. and V; of a unitary
vector space V,,, which are represented by their bases {uj,us,...,u,}
and {vy,vsy,..., v}, respectively.

First we will deal with the case when the subspaces V,., V; have
the same dimension. This case was investigated by N. D. Drozdov [1]
and we will give a brief overview of his results [1] (Th. 1). Thereafter
we shall study the case when the subspaces V., V; have different di-
mensions. These results are given in Th. 2. Since the Cauchy-Schwarz
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inequality holds for two vector subspaces of arbitrary dimensions, one
can introduce the angle of these subspaces similarly as is done in the
one-dimensional case. Th. 3 establishes that the angle of V., V; is
the same as the angle of their orthogonal complements. At the end of
the article a comparison with the usual definition of the angle of two
subspaces using eigenvalues of a characteristic matrix is given.

Preliminaries

Let the subspaces V, and V; of a real (or complex) unitary vec-
tor space V, be represented by their bases A = {aj,as,...,a,}, B =
= {by,ba,...,bs}, respectively. We shall call an ordered k-tuple of
vectors k-vector or generally polyvector, an ordered k-tuple of linear in-
dependent vectors - complete k-vector or complete polyvector. Denote
by M = (m;;),i=1,2,...,5,j=1,2,...,7 areal r X s matrix. Then
the product AM of the r-vector A = {ay,ay,...,a,} and the matrix
M is the s-vector

my1 My ... Mig
Mg Ma2 ... TMNgg

AM ={aj,ay,...,a,} =
Me1 My ... Mg

={ E mijia;, E mjiz@j,..., E mjsaj}.
J J J

The product of two polyvectors A={ai, as,...,a.}, B={b1,ba,..., b}
is the r X s matrix A - B defined by

ay 'bl, aj 'b27 aj 'b87
A-B= a2'b17 a2'b2, v aZ'bsa
ar 'b17 ar'b2, N 'b37

here a; - b; denotes the scalar product. It is easy to show that:
1) A-B=(B-A)7T, '
2) A-(BM)=(A-B)M,AM-B=MT(A-B).

Caser=s

A generalization of the Cauchy-Schwarz inequality for spaces with
the same dimensions is as follows:
Theorem 1 (Drozdov [1]). Let A={ay,as,...,a,}, B={by,bs,...,b.}
be complete r-vectors, which span subspaces V. and V! of a unitary
vector space V,,. Then
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(2) det?(A - B) < det(A - A) det(B - B),

with equality if and only if V., = V.
Remarks. 1) The inequality (2) enables us to define the angle of sub-
spaces V,. and V. in the following way

N | det(A - B)|
®) cos(Vs, V2) = V/det(A - A)/det(B-B)

2) V. LV/ if and only if det A - B = 0. See [1].
3) Denote by V, and V,T orthogonal complements of V;. and V in
Vi.. Then [1]

cos(V,,V,) = cos(V,, V).

Caser#s

In this paragraph we shall assume that 7 < s. The analogue of
the Cauchy-Schwarz inequality to (1) and (2) for vector subspaces with
different dimensions is described in the following:
Lemma 1. Let the subspaces V,. and Vs are represented by complete
polyvectors A = {aj,ay,...,a,}, B={by,bs,...,b,}. Then

V. LVy <= rank(A -B) <.

Proof. Let the subspaces V, and V; be orthogonal. Then there exist
non zero vectors a € V, and b € V; such that alV;, bLlV,. Let a =
= Zmiai, b= Zyjbj' Then
0=a-by zwlal-bj+m2a2-bj+---+xrar-bj j=12,...,8
O:b-ai :ylbl-ai +y2b2-ai —|—---+ysbs-ai ] = 1,2,...,T
holds. Each of the two systems of linear equation above has non zero
solution, which gives the condition rank(A - B) < r. The converse
implication is similar. ¢ A
Corollary. V.1V, <= det(A-B)(B-A) =0.
Proof. Denote by A-B;, ;, .. : amatrix, which consists of the columns

of the matrix A - B indexed by the numbers i1, 13, .. .,%,. According to
~ the Cauchy-Binet formula [2], [3] we get

det(A-B)(B- A) = >, det?(A By, ).
1<ip<ip <<, <5
Hence
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det(A . B)(B . A) =0 << det(A . Bi1,i2,---,ir) =0
for arbitrary 1 < iy < iy < - <14, < 5, which is equivalent to the fact
that the rank of the matrix A - B is less than r. ¢
Theorem 2. LetV, and V, be subspaces of V,,, which are represented
by complete r-vector A and s-vector B, respectively. Then

(4) 0 < det[(A-B)(B -B)"}(B-A)(A-A)"1 <1

The equality on the left is attained if and only if the subspaces V. and Vs
are orthogonal, the equality on the right occurs if and only if V. C Vs.
Proof. First we shall investigate the right inequality in (4). For this
purpose denote A’ = B(B-B)"!}(B - A). Because A’ is a complete
r-vector then according to (2)

(5) det 2(A - A') < det(A - A)det(A’- A')
holds. This is equivalent to
(6) det[(A-B)(B-B)"}(B-A)(A-A)T <1

The sign of equality in (6) occurs if and only if the subspaces A and
A’ are equal, i.e. iff there exist a regular r x 7 matrix C such that A =
— A'C. Denoting the s x r matrix (B -B)~!(B- A)C of rank r by M,
we get A = BM, which means that V, C V,. As to the left inequality
in (4), it suffices to prove

(7) 0 < det[(A -B)(B-B)"'(B - A)).

We can write
(A-B)(B-B)"'(B-A)=

=[B(B-B)™(B-A)]-[B(B-B)(B-A)] = (BM)?,

where M = (B-B)~ (B - A). From det(BM)? > 0 the inequality (7)
follows. The sign of equality in (7) is attained iff the r-vector BM is
not complete, which means that the rank of the matrix M is less than r.
This occurs when the rank of the matrix B - A is less than r, which is
equivalent — according to the previous Lemma — to the fact that the
subspaces V;., and V; are orthogonal. ¢
Remarks. 1) As a special case of (4) for r = s we get the inequality
(2).

2) The inequality (4) enables us to define the angle of vector sub-
spaces V, and V, with different dimensions in the following way:
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8)  cos(Vy, Vs) = V/det[(A-B)(B-B)~*(B-A)(A-A)~'].

3) It is easy to prove that the angle of subspaces V; and V; does
not depend on choosing the bases A and B. Really, let A’, B’ be
another bases such that A’ = AM, B’ = BN, where M, N are regular
r X r and s X s matrices, respectively. Then '

det[(A’-B')(B'-B)"}{B' - A")(A'-A)] =

=det[(AM -BN)(BN -BN) Y{(BN - AM)(AM - AM)™ 1] =

=det[MT(A-B)NN~}B-B)"}(NT)"INT |

(B-AMM YA -A) T (M) =
=det[(A-B)(B-B)"}(B-A)(A-A)"1].

4) If the polyvectors A and B form orthonormal bases in V,. and
Vs respectively, then the inequality (4) has the form

0 < det[(A-B)(B-A) <1

Theorem 3. The orthogonal complements V,_s and V_, of V; and
Vs contain the same angle as the subspaces V. and Vs, i.e.

cos(V;., Vi) = cos(V_sVipr).

Proof. Let V,. and V; be represented by A = {aj,as,...,a.}, B =
= {by,bs,...,b,}. Let r < 5. Denote by A = {a,,1,a,12,...,8,}
and B = {bsy1,bsy2,...,b,} polyvectors representing the orthogo-
nal complements V,_, and V,_,. We may suppose that the bases
A, A, B,B are orthogonal. There exist matrices K, L, M, N, such that
B=AK+ALand B=AM+ AN, which can be written in the form
K M )

(B,B) = (A,4) (L e

Since the matrix P = (Ij_f A]\/‘;) is orthogonal, then P-PT = PT.P =1I,,,

where I, is the unit matrix. It implies
K M\ (KT LT\ _(KKT"+MM" KLT+MNT\ .
L N)J)\MT NT) \ LKT+NMT LLT+NNT ) "
KT "\ (K M\ (K'K+L'L KTM+LTN)\ I
MT NTJ\L N) \MTK+NTL MTM+NTN) ™™

and we get the relations
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[\]

KKT+MMT =1, KLY+ MNT =0,
LKT + NMT =0, LT + NNt =1, _,,

ETK +LTL =1, KTM+LTN =0,
MTK +NTL =0, MTM + NTN =1, _,.

It suffices to prove that
det[(A-B)(B:A)] = det[(B - A)(A - B)],
which is equivalent to
det(KKT) = det(NTN)
and according to the above relations to |
(9) det(I, — MMT) = det(I,_s — MTM).

Let r < n — s then the matrix M7 M has the same eigenvalues as the
matrix MM7T and another n — s — r eigenvalues, which equal zero [3].
Denote by A1, Az, ..., A eigenvalues of the matrix MM T Then the
cigenvalues of the (n — s) x (n — s) matrix MTM are the numbers
A, A2, 0, 0,...,0 with n — s — 7 zeros and we have

det(I,—MMT) = (1=X1)(1=Xg) ... (1=As) = det ([ s—MTM). O

A comparison with the definition of the angle of subspaces
using characteristic numbers

Assume that the polyvectors A, B representing vector subspaces
V.. and V; form orthonormal bases. According to [4], the vector sub-

spaces V,, Vi, r < s contain r angles ©1, @, . . ., @, which satisfy
(10) Cos; = v/ A 1=1,2,...,7,

where )\; are characteristic numbers of the matrix (A-B)(B-A). Hence
A; are roots of the equation

(11) det[(A-B)(B-A)— A =0.
From (11) we get
Adz... A = det[(A-B)(B- A)]

and in view of (8) and (10)
COS (p = COS (1 COS Y3 . . . COS Pr.
Finally, we get
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¢ > Max{p1,92,...,r}
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