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Abstract. We consider a class of two-degree-of-freedom Hamiltonian systems with saddle-
centers connected by heteroclinic orbits and discuss some relationships between the existence
of transverse heteroclinic orbits and nonintegrability. By the Lyapunov center theorem there
is a family of periodic orbits near each of the saddle-centers, and the Hessian matrices of
the Hamiltonian at the two saddle-centers are assumed to have the same number of positive
eigenvalues. We show that if the associated Jacobian matrices have the same pair of purely
imaginary eigenvalues, then the stable and unstable manifolds of the periodic orbits intersect
transversely on the same Hamiltonian energy surface when sufficient conditions obtained in
previous work for real-meromorphic nonintegrability of the Hamiltonian systems hold; if
not, then these manifolds intersect transversely on the same energy surface, have quadratic
tangencies or do not intersect whether the sufficient conditions hold or not. Our theory is
illustrated for a system with quartic single-well potential and some numerical results are
given to support the theoretical results.
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1 Introduction

Chaotic dynamics and nonintegrability of Hamiltonian systems are classical and fundamental
topics in dynamical systems, as seen in the famous work of Poincaré [21], and they have at-
tracted much attention [11, 16, 17, 20, 23]. A Hamiltonian system is nonintegrable if it exhibits
chaotic dynamics (see, e.g., [20]), but the converse is not always true: it may not exhibit chaotic
dynamics even if it is nonintegrable. Chaotic dynamics is also very often closely related to
the existence of transverse homo- and heteroclnic orbits. For example, if there exist transverse
homoclinic orbits to periodic orbits, then a Poincaré map appropriately defined is topologically
conjugated to a horseshoe map, which has an invariant set consisting of orbits characterized
by the Bernoulli shift, i.e., chaotic dynamics occurs [8, 20, 26]. Morales-Ruiz and Peris [18]
and Yagasaki [29] discussed a relationship between nonintegrability and chaos for a class of
two-degree-of-freedom Hamiltonian systems with saddle centers having homoclinic orbits. They
showed that if a sufficient condition for nonintegrability holds, then there exist transverse ho-
moclnic orbits to periodic orbits. Here we extend their results to a similar class of Hamiltonian
systems with saddle centers connected by heteroclinic orbits.

This paper is a contribution to the Special Issue on Algebraic Methods in Dynamical Systems. The full
collection is available at https://www.emis.de/journals/SIGMA/AMDS2018.html
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Figure 1. Assumptions (A2) and (A3).

More concretely, we consider two-degree-of-freedom Hamiltonian systems of the form

ẋ = JDxH(x, y), ẏ = JDyH(x, y), (x, y) ∈ R2 × R2, (1.1)

where H : R2 × R2 → R is analytic and J represents the 2× 2 symplectic matrix,

J =

(
0 1
−1 0

)
.

We make the following assumptions.

(A1) The x-plane,
{

(x, y) ∈ R2×R2 | y = 0
}

, is invariant under the flow of (1.1), i.e., DyH(x, 0)
= 0 for any x ∈ R2.

(A2) There exist two saddle-centers at (x, y) = (x±, 0) on the x-plane such that the matrix
JD2

xH(x±, 0) has a pair of real eigenvalues λ±, −λ± and the matrix JD2
yH(x±, 0) has

a pair of purely imaginary eigenvalues iω±, −iω± (λ±, ω± > 0), where the upper and lower
signs in the subscripts are taken simultaneously.

Assumption (A2) implies that there exist one-parameter families of periodic orbits near the
saddle-centers (x±, 0) by the Lyapunov center theorem (see, e.g., [16]). In addition, the system
restricted on the x-plane,

ẋ = JDxH(x, 0), (1.2)

has saddles at x = x±. The reader may think that assumption (A1) is too restrictive but
quite a few important Hamiltonian systems satisfy this assumption. See, e.g., [22, 28] for such
examples.

(A3) The two saddles x = x± are connected by a heteroclinic orbit xh(t) in (1.2), as shown in
Fig. 1.

In (A3), if x− = x+, then xh(t) becomes a homoclinic orbit.
In [22] a Melnikov-type technique (see, e.g., [8, 15] for its original version) was developed

for (1.1) to detect the existence of transverse heteroclinic orbits connecting periodic orbits near
the saddle-centers (x, y) = (x±, 0), when H(x, y) is only Cr+1 (r ≥ 2). The Melnikov function
was defined in terms of a fundamental matrix to the normal variational equation (NVE) along
the heteroclinic orbit (x, y) =

(
xh(t), 0

)
,

η̇ = JD2
yH
(
xh(t), 0

)
η, η ∈ R2, (1.3)

and such transverse heteroclinic orbits were detected if it has a simple zero. See Section 2.1
for more details. This is an extension of a technique developed in [27], which enables us to
show that there exist transverse homoclinic orbits to such periodic orbits and chaotic dynamics
occurs [8, 26], when x− = x+ and xh(t) becomes a homoclinic orbit. Moreover, if there exist
transverse heteroclinic orbits from periodic orbits near (x−, 0) to those near (x+, 0) and vice
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versa, i.e., transverse heteroclinic cycles between the periodic orbits, then so do transverse
homoclinic orbits to those near (x+, 0) and (x−, 0), so that the Hamiltonian system (1.1) exhibits
chaotic dynamics and is nonintegrable. We also point out that Grotta Ragazzo [7] obtained
a concrete sufficient condition for the occurrence of chaotic dynamics in a special class of (1.1)
with x− = x+, using a general result of [12], a little earlier.

On the other hand, Morales-Ruiz and Ramis [19] presented a sufficient condition for mero-
morphic nonintegrability of general complex Hamiltonian systems. Their theory, which is now
called the Morales-Ramis theory, states that complex Hamiltonian systems are meromorphi-
cally nonintegrable if the identity components of the differential Galois groups [4, 24] for their
variational equations (VEs) or NVEs around particular nonconstant solutions such as periodic,
homoclinic and heteroclinic orbits are not commutative. See also [17]. Ayoul and Zung [1] used
a simple trick called the cotangent lifting to show that the Morales-Ramis theory is also valid
for detection of meromorphic nonintegrability of non-Hamiltonian systems in the meaning of
Bogoyavlenskij [2]. Moreover, Morales-Ruiz and Peris [18] studied a special class of (1.1) with
x− = x+ and showed that if the Hamiltonian system (1.1) is determined by the Morales-Ramis
theory to be real-meromorphically nonintegrable, then chaotic dynamics occurs, using the re-
sults of [7]. See also [17]. Their result was extended to (1.1) with x = x+ in [29], based on the
result of [27]. Recently, a further extension on sufficient conditions for real-meromorphic nonin-
tegrability to general dynamical systems having homo- or heteroclinic orbits was accomplished
in [30]. See Section 2.2 for more details.

In this paper, based on [22, 30], we extend the results of [18, 29] and show the following
for (1.1) under assumptions (A1)–(A3).

• Assume that ω+ = ω−. If sufficient conditions obtained in [30] for real-meromorphic nonin-
tegrability near the heteroclinic orbit hold, then the stable and unstable manifolds of perio-
dic orbits on the same Hamiltonian energy surface near the saddle-centers (x±, 0) intersect
transversely, i.e., there exist transverse heteroclinic orbits connecting the periodic orbits.

• Assume that ω+ 6= ω−. Then these manifolds intersect transversely, have quadratic tan-
gencies or do not intersect whether the sufficient conditions hold or not. Moreover, under
an additional condition, if the sufficient condition does not hold, i.e., a necessary condition
for real-meromorphic integrability holds, then these manifolds do not intersect. This may
be surprising for the reader since they do not coincide even if the Hamiltonian systems are
integrable.

Here the associated Hessian matrices of the Hamiltonian are assumed to have the same number
of positive eigenvalues: otherwise there exist no periodic orbits near (x±, 0) on the same energy
surface, as shown in Proposition 3.1 below. Our theory is illustrated for a system with quartic
single-well potential and some numerical results by using the computer software AUTO [5] are
given to support the theoretical results.

The above results are remarkable since a relationship between the existence of transverse
heteroclinic orbits and nonintegrability for Hamiltonian systems, both of which are important
properties of dynamical systems, is addressed for the first time, to the authors’ knowledge. If
not only transverse heteroclinic orbits but also heteroclinic cycles exist, then chaotic dynamics
occurs (see the last paragraph of Section 2.1), so that the Hamiltonian systems are noninte-
grable. However, if transverse heteroclinic orbits exist but heteroclinic cycles are not formed,
then chaotic dynamics may not occur and it is not clear that the systems are nonintegrable. See,
e.g., an example in [31, Section 1.1.2]. We remark that in different settings the non-existence
of first integrals when transverse heteroclinic orbits to hyperbolic periodic orbits exist was dis-
cussed in [6, 31]. Moreover, transverse heteroclinic orbits may not exist even if the systems are
nonintegrable. Thus, our problem is more subtle, so that our conclusions are more complicated
as stated above, compared with the previous one discussed for homoclinic orbits in [18, 29].
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, on a Poincaré section.

The outline of this paper is as follows. In Section 2 we briefly review the previous results
of [22] and [30] on the existence of transverse heteroclinic orbits to periodic orbits near (x±, 0)
and on necessary conditions for real-meromorphic integrability, i.e., sufficient conditions for real-
meromorphic nonintegrability. We state the main theorems and prove them in Section 3, and
give the example stated above along with numerical results in Section 4.

2 Previous results

2.1 Melnikov-type technique

We first review the result of [22] for the existence of transverse heteroclinic orbits in (1.1).
Suppose that assumptions (A1)–(A3) hold. As stated in Section 1, near the saddle-centers

(x±, 0), there exist one-parameter families of periodic orbits, which are denoted by γ
α±
± , α± ∈

(0, ᾱ±], with ᾱ± > 0. As α± → 0, they approach (x±, 0) and their periods approach 2π/ω±.
Let W u

r

(
γ
α−
−
)

(resp. W s
`

(
γ
α+
+

)
) denote the right branch of the unstable manifold of γ

α−
− (resp.

the left branch of the stable manifold of γ
α+
+ ) near the heteroclinic orbit

(
xh(t), 0

)
. See Fig. 2.

Let Ψ(t) denote the fundamental matrix of the NVE (1.3) along
(
xh(t), 0

)
. Let Φ±(t) be the

fundamental matrices of the NVEs around the saddle-centers (x±, 0),

η̇ = JD2
yH(x±, 0)η, (2.1)

with Φ±(0) = id2, where id2 represents the 2×2 identity matrix. We easily show that the limits

B− = lim
t→−∞

Φ−(−t)Ψ(t), B+ = lim
t→+∞

Φ+(−t)Ψ(t) (2.2)

exist (cf. [27, Lemma 3.1]) and set B0 = B+B
−1
− . We define the Melnikov function M(t0) as

M(t0) = m−(η0)−m+(B0Φ−(t0)η0), (2.3)

where η0 ∈ R2 with |η0| = 1 and

m±(η) =
1

2
η ·D2

yH(x±, 0)η. (2.4)

We have the following theorem (see [22, Appendix A] for the proof).

Theorem 2.1. For some α± ∈ (0, ᾱ±], let γ
α±
± be periodic orbits sufficiently close to (x±, 0)

on the same energy surface. Suppose that M(t0) has a simple zero. Then the right branch of
the unstable manifold W u

r

(
γ
α−
−
)

and the left branch of the stable manifold W s
`

(
γ
α+
+

)
intersect

transversely on the energy surface, i.e., there exist transverse heteroclinic orbits from γ
α−
− to γ

α+
+ .

Remark 2.2. Theorem 2.1 is also valid when x+ = x−. In this situation, if M(t0) has a simple
zero, then the stable and unstable manifolds of periodic orbits near the corresponding saddle-
center intersect transversely on the energy surface, i.e., there exist transverse homoclinic orbits
to the periodic orbits and consequently chaotic dynamics occurs (e.g., [8, 26]). See also [27].
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Suppose that there also exists a heteroclinic orbit x̂h(t) from x+ to x− on the x-plane and
that the hypothesis of Theorem 2.1 holds for both of xh(t) and x̂h(t). Then the unstable
manifolds of γ

α∓
∓ intersect the stable manifolds of γ

α±
± transversely on the energy surface and

these manifolds form a heteroclinic cycle. This implies that there exist transverse homoclinic
orbits to γ± (see, e.g., [26, Section 26.1]), so that chaotic dynamics occurs in (1.1).

2.2 Necessary conditions for integrability

We next briefly describe the result of [30] for integrability of (1.1) in our setting.

Suppose that (A1)–(A3) hold. Let ΓR =
{(
xh(t), 0

)
∈ R2 ×R2 | t ∈ R

}
∪ {(x±, 0)}. Consider

the complexification of (1.1) in a neighborhood of ΓR in C4. Let W s,u
± be the one-dimensional

local holomorphic stable and unstable manifolds of (x±, 0) on the x-plane. See [9] for the
existence of such holomorphic stable and unstable manifolds. Let R > 0 be sufficiently large
and let U be a neighborhood of the open interval (−R,R) ⊂ R in C such that xh(U) contains no
equilibrium and intersects both W s

+ and W u
−. Here for simplicity we have identified xh(U) ⊂ C2

with xh(U)×{0} in C4. Obviously, xh(U) is a one-dimensional complex manifold with boundary.
We take Γ = xh(U) ∪W s

+ ∪W u
− and the inclusion map as immersion i : Γ → C4. See Fig. 3. If

x+ = x− and xh(t) is a homoclinic orbit, then small modifications are needed in the definitions
of Γ and i. Let 0± ∈ Γ denote points corresponding to the equilibria x±. Taking three charts,
W s,u
± and xh(U), we rewrite the NVE (1.3) along Γ as follows (see [30, Section 4] for the details).

In xh(U) we use the complex variable t ∈ U as the coordinate and rewrite the NVE (1.3) as

dη

dt
= JD2

yH(i(t))η, (2.5)

which has no singularity there. In W s
+ and W u

− there exist local coordinates s+ and s−, respec-
tively, such that s±(0±) = 0 and d/dt = h±(s±)d/ds±, where h±(s±) = ∓λ±s± +O

(
|s±|2

)
are

holomorphic functions. We use the coordinates s± and rewrite the NVE (1.3) as

dη

ds±
=

1

h±(s±)
JD2

yH(i(s±))η, (2.6)

which have regular singularities at s± = 0. Let M± be monodromy matrices of the NVE along Γ
around s± = 0.

Let λ′+ = −λ+ and λ′− = λ−, and let µ± = ±iω± and ν± = ∓iω± be eigenvalues of
JD2

yH(x±, 0). Then we have

µ± − ν±
λ′±

= ∓2iω±
λ±

6∈ Q,
µ± + ν±
λ′±

= 0 ∈ Z,

which mean that conditions (A3) and (A4) of [30] hold. Applying Theorem 5.2 of [30], we obtain
the following result.



6 K. Yagasaki and S. Yamanaka

Theorem 2.3. Suppose that assumptions (A1)–(A3) hold and the Hamiltonian system (1.1) is
real-meromorphically integrable near ΓR. Then the monodromy matrices M± are commutative.
Moreover, if

µ+
λ′+
− µ−
λ′−

= − iω+

λ+
+

iω−
λ−

= 0, (2.7)

then

M+ = M−1− or M+ = M−. (2.8)

Remark 2.4.

(i) Let UR and UC be, respectively, neighborhoods of ΓR in R4 and in C4. By real-meromorphic
integrablity we mean that the real Hamiltonian system (1.1) has an additional first inte-
gral which is a restriction of some meromorphic function defined in UC onto UR. If the
Hamiltonian system (1.1) is real-meromorphically integrable in UR, then its complexifica-
tion is also meromorphically integrable in UC. Such real-meromorphically nonintegrable
Hamiltonian systems were also discussed by using a different approach in [13, 14, 32].

(ii) Under the hypothesis of Theorem 2.3, the identity component G0 of the differential Galois
group for the NVE (1.3) along Γ is commutative if and only if so is M±. Moreover, if condi-
tion (2.7) holds, then condition (2.8) is necessary and sufficient for G0 to be commutative.

(iii) If x+ = x−, then condition (2.7) automatically holds, so that conclusion (2.8) is necessary
for the real-meromorphic integrability of (1.1). We also note that the latter case in (2.8)
was overlooked in the early results of [18, 29].

3 Main results

Let σ±1 and σ±2 be eigenvalues of D2
yH(x±, 0). We have σ±1 σ

±
2 = ω2

±, so that σ±1 and σ±2 are of
the same sign, where the upper and lower signs in super- and subscripts are taken simultane-
ously. Recall that there are one-parameter families of periodic orbits γ

α±
± near the saddle-centers

(x±, 0), as stated in Section 2.1.

Proposition 3.1. If σ±1 have the opposite signs, then there does not exist a pair (α+, α−) with
0 < α± � 1 such that the periodic orbits γ

α±
± around (x±, 0) are on the same energy surface.

Proof. Since the saddle-centers (x±, 0) are connected by the heteroclinic orbit
(
xh(t), 0

)
, we

assume that H(x+, 0) = H(x−, 0) = 0 without loss of generality. Using the center manifold the-
orem [8, 26], we see that there exist center manifolds of (x±, 0) on which γ

α±
± =

(
x
α±
± (t), y

α±
± (t)

)
lie. Moreover, on the center manifolds, the relations x−x± = O

(
|y|2
)

hold near (x±, 0). Hence,

H
(
γ
α±
±
)

=
1

2
y
α±
± (t) ·D2

yH(x±, 0)y
α±
± (t) +O

(
|yα±(t)|3

)
,

which implies that for α± > 0 sufficiently small there does not exist a pair (α+, α−) with
H
(
γ
α+
+

)
= H

(
γ
α−
−
)

if σ+1 and σ−1 have the opposite signs. �

Henceforth we assume that σ±1 have the same sign. From the proof of Proposition 3.1 we can
take α+ ∈ (0, ᾱ+) for α− ∈ (0, ᾱ−) sufficiently small such that H

(
γ
α+
+

)
= H

(
γ
α−
−
)
, i.e., there

exist periodic orbits γ
α±
± near (x±, 0) on the same energy surface. Let M± be the monodromy

matrices of the transformed NVE (2.5) and (2.6) around s± = 0, as defined in Section 2.1. We
state our main theorems as follows.
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Theorem 3.2. Assume that σ±1 are of the same sign. Let α± > 0 be sufficiently small and
satisfy H

(
γ
α+
+

)
= H

(
γ
α−
−
)
. Then the following hold:

(i) If ω+ = ω− and the monodromy matrices M± are not commutative, then the right branch of
the unstable manifold W u

r

(
γ
α−
−
)

intersects the left branch of the stable manifold W s
`

(
γ
α+
+

)
transversely on the energy surface, i.e., transverse heteroclinic orbits from γ

α−
− to γ

α+
+ exist.

(ii) If ω+ 6= ω−, then W u
r

(
γ
α−
−
)

and W s
`

(
γ
α+
+

)
intersect transversely on the energy surface,

have quadric tangencies or do not intersect. In particular, they do not coincide.

Theorem 3.3. Assume that σ±1 are of the same sign and ω+/λ+ = ω−/λ−. Let α± > 0 be
sufficiently small and satisfy H

(
γ
α+
+

)
= H

(
γ
α−
−
)
. Then the following hold:

(i) If ω+ = ω− and M+ 6= M−1− , then W u
r

(
γ
α−
−
)

intersects W s
`

(
γ
α+
+

)
transversely on the energy

surface.

(ii) If ω+ 6= ω− and M+ = M−1− , then W u
r

(
γ
α−
−
)

does not intersect W s
`

(
γ
α+
+

)
.

Remark 3.4.

(i) The hypothesis of Theorem 3.3(i) does not coincide with the sufficient condition given in
Theorem 2.3 for real-meromorphic nonintegrability while the hypothesis of Theorem 3.2(i)
does. Similarly, the hypothesis of Theorem 3.3(ii) does not coincide with the necessary
condition for real-meromorphic integrability.

(ii) Assume that x− = x+ and xh(t) is a homoclinic orbit. Then ω+ = ω− and λ+ = λ−.
Hence, we apply Theorem 3.3(i) to recover the result of [29] with a necessary correction
stated in Remark 2.4(iii): If M+ 6= M−1− , then the stable and unstable manifolds intersect
transversely on the energy surface. In particular, by Theorem 2.3 and Remark 2.4(iii), we
see that under the sufficient condition for real-meromorphical nonintegrability, the same
conclusion holds.

In the rest of this section we prove the main theorems. We first provide some necessary
properties of the Melnikov function M(t0). Using (2.4), we can rewrite (2.3) as

M(t0) =
1

2
(Φ−(t0)η0)

T
(
D2
yH(x−, 0)−BT

0 D2
yH(x+, 0)B0

)
(Φ−(t0)η0), (3.1)

where the superscript T represents the transpose operator. Since the matrix D2
yH(x±, 0) is

symmetric, there exist a pair of orthogonal matrices P± such that

PT
±D2

yH(x±, 0)P± =

(
σ±1 0
0 σ±2

)
(3.2)

and detP± = 1. Hence, we have

M(t0) =
1

2

(
PT
−Φ−(t0)η0

)T [(σ−1 0
0 σ−2

)
− B̃T

0

(
σ+1 0
0 σ+2

)
B̃0

] (
PT
−Φ−(t0)η0

)
=

1

2
η̃(t0)

TRη̃(t0), (3.3)

where B̃0 = PT
+B0P−, η̃(t0) = PT

−Φ−(t0)η0 and

R =

(
σ−1 0
0 σ−2

)
− B̃T

0

(
σ+1 0
0 σ+2

)
B̃0.



8 K. Yagasaki and S. Yamanaka

On the other hand, there exist a pair of nonsingular matrices Q± such that

Q−1± JD2
yH(x±, 0)Q± =

(
iω± 0
0 −iω±

)
.

So we have

Φ±(t) = exp
(
JD2

yH(x±, 0)t
)

= Q±

(
eiω±t 0

0 e−iω±t

)
Q−1± . (3.4)

Noting that R is symmetric and using (3.3) and (3.4), we immediately obtain the following
result.

Lemma 3.5.

(i) M(t0) has a simple zero if and only if detR < 0.

(ii) M(t0) has no zero if and only if detR > 0.

(iii) M(t0) is not identically zero but has double zeros if and only if detR = 0 and trR 6= 0.

(iv) M(t0) is identically zero if and only if detR = 0 and trR = 0.

This lemma enables us to easily determine by detR and trR whether M(t0) is not identically
zero or not, whether it has a zero or not, and whether its zero is simple or double if it has.

Denote

B̃0 =

(
b11 b12
b21 b22

)
.

Since Φ±(t) and Ψ(t) are fundamental matrices of linear Hamiltonian systems and Φ±(0) = id2

(see Section 2.1), we have detB± = det Ψ(0) by (2.2), so that

det B̃0 = detB0 = 1. (3.5)

Hence, we compute

trR = −
(
σ+1 b

2
11 + σ+1 b

2
12 + σ+2 b

2
21 + σ+2 b

2
22

)
+ σ−1 + σ−2

and

detR = (ω+ − ω−)2 −
(
b11

√
σ+1 σ

−
2 − b22

√
σ+2 σ

−
1

)2

−
(
b12

√
σ+1 σ

−
1 + b21

√
σ+2 σ

−
2

)2

. (3.6)

Here we have used the relations σ±1 σ
±
2 = ω2

±.

Lemma 3.6. If ω+ = ω−, then M(t0) is identically zero or it has a simple zero.

Proof. Assume that ω+ = ω−. Obviously, detR ≤ 0 by (3.6). If detR = 0, then

b11

√
σ+1 σ

−
2 = b22

√
σ+2 σ

−
1 , b12

√
σ+1 σ

−
1 = −b21

√
σ+2 σ

−
2 ,

so that

trR = −
√
σ+1 σ

+
2

(√
σ−1
σ−2

+

√
σ−2
σ−1

)
(b11b22 − b12b21) + σ−1 + σ−2

= −
√
σ−1 σ

−
2

(√
σ−1
σ−2

+

√
σ−2
σ−1

)
+ σ−1 + σ−2 = 0.

Here we have used the relations σ+1 σ
+
2 = σ−1 σ

−
2 and det B̃0 = b11b22− b12b21 = 1. Using parts (i)

and (iv) of Lemma 3.5 we obtain the result. �
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We also need the following result on the monodromy matrices M± defined in Section 2.2.

Lemma 3.7. The monodromy matrices can be expressed as

M+ = B−10 exp

(
−2πi

λ+
JD2

yH(x+, 0)

)
B0, M− = exp

(
2πi

λ−
JD2

yH(x−, 0)

)
(3.7)

for a common fundamental matrix.

Proof. Let

Ψ̃(t) = Ψ(t)B−1− .

Then Ψ̃(t) is a fundamental matrix of (1.3) such that

lim
t→−∞

Φ−(−t)Ψ̃(t) = id2 and lim
t→+∞

Φ+(−t)Ψ̃(t) = B0.

For the transformed NVE on Γ, we take a fundamental matrix corresponding to Ψ̃(t). Since
by (3.4) its analytic continuation yields the monodromy matrices

exp

(
∓2πi

λ±
JD2

yH(x±, 0)

)
along small loops around 0±, we choose the base point near 0− to obtain (3.7). �

Now we prove the main theorems.

Proof of Theorem 3.2. Assume that M(t0) is identically zero. It follows from (3.1) that

D2
yH(x−, 0) = BT

0 D2
yH(x+, 0)B0.

Since detB0 = 1, we have B0JB
T
0 = J , so that

JD2
yH(x−, 0) = B−10 JD2

yH(x+, 0)B0. (3.8)

Hence, JD2
yH(x−, 0) and JD2

yH(x+, 0) have the same eigenvalues, i.e., ω+ = ω−. This implies
that if ω+ 6= ω−, then M(t0) is not identically zero. Using Lemma 3.5 and Theorem 2.1, we
obtain part (ii).

On the other hand, using Lemma 3.7 and (3.8), we see that if M(t0) is identically zero, then

M+ = exp

(
−2πi

λ+
JD2

yH(x−, 0)

)
,

so that M± are commutative. Hence, if M± are not commutative, then M(t0) is not identically
zero. This yields part (i) by Lemma 3.6 and Theorem 2.1. �

Proof of Theorem 3.3. Assume that ω+/λ+ = ω−/λ−. From Lemma 3.7 and (3.2) we have

M+ = B−10 P+ exp

(
−2πi

λ+

(
0 σ+2
−σ+1 0

))
P−1+ B0,

M− = P− exp

(
−2πi

λ−

(
0 σ−2
−σ−1 0

))
P−1− .

Using the relations σ±1 σ
±
2 = ω2

±, we easily compute

exp

(
−2πi

λ±

(
0 σ±2
−σ±1 0

))
=

 cosh 2πµ i
√
σ±2 /σ

±
1 sinh 2πµ

−i
√
σ±1 /σ

±
2 sinh 2πµ cosh 2πµ

 ,
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where µ = ω+/λ+ = ω−/λ−. So the condition M+ = M−1− is equivalent to

B̃0

 cosh 2πµ i
√
σ−2 /σ

−
1 sinh 2πµ

−i
√
σ−1 /σ

−
2 sinh 2πµ cosh 2πµ


=

 cosh 2πµ i
√
σ+2 /σ

+
1 sinh 2πµ

−i
√
σ+1 /σ

+
2 sinh 2πµ cosh 2πµ

 B̃0,

so that

b11

√
σ+1 σ

−
2 − b22

√
σ+2 σ

−
1 = 0, b21

√
σ+2 σ

−
2 + b12

√
σ−1 σ

+
1 = 0.

Hence, if M+ = M−1− , then by (3.6)

detR = (ω+ − ω−)2.

Thus, we obtain part (ii) by Theorem 2.1 and Lemma 3.5. Moreover, when ω+ = ω−, the above
observation along with (3.6) shows that detR = 0 (if and) only if M+ = M−1− . This implies
part (i) by Theorem 2.1 and Lemma 3.6. �

4 Example

To illustrate our theory, we consider the two-degree-of-freedom Hamiltonian system

ẋ1 = x2, ẋ2 = −x1 + x31 + 1
2β1y

2
1 + β2x1y

2
1,

ẏ1 = y2, ẏ2 = −ω2y1 + β1x1y1 + β2x
2
1y1 − y31 (4.1)

with the Hamiltonian

H = 1
2

(
x22 + y22

)
+ 1

2

(
x21 + ω2y21

)
− 1

4

(
x41 + y41

)
− 1

2β1x1y
2
1 − 1

2β2x
2
1y

2
1,

where β1, β2, ω ∈ R are constants such that

ω2 − β2 > |β1|. (4.2)

We easily see that assumption (A1) holds, i.e., the x-plane is invariant under the flow of (4.1).
On the x-plane, the Hamiltonian system (4.1) has two saddles at x = (±1, 0) with λ± =

√
2,

and they are connected by a pair of heteroclinic orbits,

xh±(t) =

(
± tanh

(
t√
2

)
,± 1√

2
sech2

(
t√
2

))
,

satisfying

lim
t→+∞

xh±(t) = (±1, 0) and lim
t→−∞

xh±(t) = (∓1, 0).

Thus, assumption (A3) holds for x± = (±1, 0) or (∓1, 0), where the upper and lower signs
are taken simultaneously. Moreover, by (4.2), the two equilibria in (4.1) are saddle-centers,
so that assumption (A2) holds. In the following, we describe the details of computations for
x± = (±1, 0) and xh+(t), from which the corresponding results for x± = (∓1, 0) and xh−(t) also
follow immediately.
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Let x± = (±1, 0). Then

ω± =
√
ω2 ∓ β1 − β2, σ±1 = 1, σ±2 = ω2 ∓ β1 − β2 > 0.

We see that ω+ = ω− if and only if β1 = 0 and that σ±1 are of the same sign. The NVE (1.3)
becomes

η̇1 = η2, η̇2 = −
(
ω2 − β1xh1+(t)− β2xh1+(t)2

)
η1, (4.3)

which reduces to the second-order differential equation

η̈1 +
(
ω2 − β1xh1+(t)− β2xh1+(t)2

)
η1 = 0, (4.4)

where xh1+(t) represents the x1-component of xh+(t), i.e., xh1+(t) = tanh
(
t/
√

2
)
. Letting ρ± =

−iω±/
√

2 and using the transformation

τ =
xh1+(t) + 1

2
, η1 = τρ−(1− τ)ρ+ξ, (4.5)

we rewrite (4.4) as the Gauss hypergeometric equation [10, 25]

τ(1− τ)
d2ξ

dτ2
+ (c3 − (c1 + c2 + 1)τ)

dξ

dτ
− c1c2ξ = 0, (4.6)

where

c1 = χ+ + ρ+ + ρ−, c2 = χ− + ρ+ + ρ−, c3 = 2ρ− + 1

with χ± = 1
2

(
1±
√

1 + 8β2
)
. The equilibria x− and x+ correspond to τ = 0 and 1, respectively.

Singular points of (4.6) are τ = 0, 1,∞ and all of them are regular.
The necessary condition for real-meromorphic integrability given by Theorem 2.3 holds only

in a limited case for (4.1) as follows.

Lemma 4.1. If the monodromy matrices M± are commutative, then

β1 = 0, β2 = 1
2n(n− 1) for some n ∈ N (4.7)

and M+ = M−1− .

Proof. Let M0 and M1 be the monodromy matrices of (4.6) around τ = 0 and τ = 1, respec-
tively. Using (4.5), we compute M− = e(ρ−)M0 and M+ = e(ρ+)M1, where e(ρ) = e2πiρ for
ρ ∈ C. It is a well known fact (see, e.g., [10, Chapter 2, Theorem 4.7.2]) that the monodromy
matrices of (4.6) are given by

M0 =

(
1 0
0 e(−c3)

)
,

M1 =
1

`0

(
`11`22 − `12`21e(c3 − c1 − c2) `12`22(e(c3 − c1 − c2)− 1)
`11`21(1− e(c3 − c1 − c2)) `11`22e(c3 − c1 − c2)− `12`21

)
,

where `0 = `11`22 − `12`21,

`11 =
Γ(c3)Γ(c3 − c1 − c2)
Γ(c3 − c1)Γ(c3 − c2)

, `12 =
Γ(2− c3)Γ(c3 − c1 − c2)

Γ(1− c1)Γ(1− c2)
,

`21 =
Γ(c3)Γ(c1 + c2 − c3)

Γ(c1)Γ(c2)
, `22 =

Γ(2− c3)Γ(c1 + c2 − c3)
Γ(c1 − c3 + 1)Γ(c2 − c3 + 1)

,
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and Γ(ρ) represents the gamma function. Since c3 = 2ρ− + 1 and c3 − c1 − c2 = 1− ρ+ are not
integers, we see that if M0 and M1 are commutative, then M1 must be diagonal and consequently
`12`22 = `11`21 = 0. Moreover, c1 and c2 are not integers, so that `12, `21 6= 0, since 1/Γ(ρ) = 0
if and only if ρ ∈ Z and ρ ≤ 0. Hence, if M± are commutative, then `11, `22 = 0.

If β1 6= 0, then c3 − c1 and c3 − c2 are not integers, so that `11, `22 6= 0 and consequently
M± are not commutative. On the other hand, if β1 = 0, then c3 − c1 = 1 − χ+ = c2 − c3 + 1
and c3 − c2 = χ+ = c1 − c3 + 1, so that `11, `22 = 0 if and only if χ+ ∈ N. Hence, if M± are
commutative, then β1 = 0 and χ+ ∈ N, so that the second condition of (4.7) holds. Moreover,
if condition (4.7) holds, then `11, `22 = 0 and ρ+ + ρ− = 0, so that

M+ =

(
e(1− ρ+) 0

0 e(ρ+)

)
=

(
e(ρ−) 0

0 e(1− ρ−)

)−1
= M−1− .

Thus, we obtain the desired result. �

Obviously, the statement of Lemma 4.1 is also true for x± = (∓1, 0) and xh−(t). Let γ
α±
±

denote periodic orbits around the saddle-centers at x = (±1, 0) and let W s
r

(
γ
α−
−
)

and W u
`

(
γ
α+
+

)
be the right and left branches of the stable and unstable manifolds of γ

α−
− and γ

α+
+ , respectively.

Note that ω+/λ+ = ω−/λ− holds if and only if β1 = 0. Using Theorems 2.3, 3.2 and 3.3 and
Lemma 4.1, we obtain the following proposition.

Proposition 4.2. Suppose that condition (4.7) does not hold. Then the Hamiltonian sys-
tem (4.1) is real-meromorphically nonintegrable near the heteroclinic orbits (x, y) =

(
xh±(t), 0

)
.

Moreover, let α± > 0 be sufficiently small and satisfy H
(
γ
α+
+

)
= H

(
γ
α−
−
)
. If β1 = 0, then

W u
r

(
γ
α−
−
)

and W u
`

(
γ
α+
+

)
, respectively, intersect W s

`

(
γ
α+
+

)
and W s

r

(
γ
α−
−
)

transversely on the en-
ergy surface, i.e., there exists a heteroclinic cycle. If β1 6= 0, then W u

r

(
γ
α−
−
)

and W u
`

(
γ
α+
+

)
,

respectively, intersect W s
`

(
γ
α+
+

)
and W s

r

(
γ
α−
−
)

transversely on the energy surface, or these man-
ifolds have quadratic tangencies or do not intersect.

Remark 4.3. The existence of such a heteroclinic cycle implies that chaotic dynamics occurs
in (4.1), as stated at the end of Section 2.1. From Proposition 4.2 we immediately see that
when β1 6= 0, the system (4.1) is real-meromorphically nonintegrable near the heteroclinic orbits
although there may not exist a heteroclinic cycle.

We next compute the Melnikov function M(t0) for (4.1). Let x± = (±1, 0). The NVE (2.1)
becomes

η̇1 = η2, η̇2 = −
(
ω2 ∓ β1 − β2

)
η1,

of which the fundamental matrix with Φ±(0) = id2 are given by

Φ±(t) =

(
cosω±t sinω±t/ω±

−ω± sinω±t cosω±t

)
. (4.8)

Let F (c1, c2, c3; τ) be the Gauss hypergeometric function,

F (c1, c2, c3; τ) =

∞∑
k=0

c1(c1 + 1) · · · (c1 + k − 1)c2(c2 + 1) · · · (c2 + k − 1)

k!c3(c3 + 1) · · · (c3 + k − 1)
τk.

Then

ξ = τ1−c3F (c1 − c3 + 1, c2 − c3 + 1, 2− c3; τ)
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is a solutions to (4.6) as well as ξ = F (c1, c2, c3; τ) (see, e.g., [10, Chapter 2, Section 1.3] or [25,
Section 14.4]). So we obtain the complex valued solution to (4.4),

η = η̄(t) :=

(
1 + tanh(t/

√
2)

2

)−ρ− (
1− tanh(t/

√
2)

2

)ρ+

× F

(
c1 − c3 + 1, c2 − c3 + 1, 2− c3;

1 + tanh(t/
√

2)

2

)
,

and the fundamental matrix of (4.3),

Ψ(t) =

(
Re η̄(t) Im η̄(t)/ω−
Re ˙̄η(t) Im ˙̄η(t)/ω−

)
. (4.9)

We easily see that(
1 + tanh(t/

√
2)

2

)−ρ−
→ 1 and

(
1− tanh(t/

√
2)

2

)ρ+
→ eiω+t

as t→∞ and(
1 + tanh(t/

√
2)

2

)−ρ−
→ eiω−t and

(
1− tanh(t/

√
2)

2

)ρ+
→ 1

as t→ −∞. Thus, we have

η̄(t)→ eiω−t as t→ −∞ (4.10)

since

lim
τ→0

F (c1 − c3 + 1, c2 − c3 + 1, 2− c3; τ) = 1.

Using a well-known formula of the hypergeometric function (see, e.g., [10, Chapter 2, equa-
tion (4.7.9)]), we obtain

τ1−c3F (c1 − c3 + 1, c2 − c3 + 1, 2− c3; τ) = `12F (c1, c2, c1 + c2 − c3 + 1; 1− τ)

+ `22(1− τ)c3−c1−c2F (c3 − c1, c3 − c2, c3 − c1 − c2 + 1; 1− τ),

so that

η̄(t)→ `12e
iω+t + `22e

−iω+t as t→∞. (4.11)

Substituting (4.8) and (4.9) into (2.2) and using (4.10) and (4.11), we compute

B+ =

(
Re `12 + Re `22 (Im `12 + Im `22)/ω−

−ω+(Im `12 + Im `22) ω+(Re `12 − Re `22)/ω−

)
, B− = id2,

which yields

B0 = B−1− B+ =

(
Re `12 + Re `22 (Im `12 + Im `22)/ω−

−ω+(Im `12 + Im `22) ω+(Re `12 − Re `22)/ω−

)
. (4.12)

Equation (2.4) becomes

m±(η) = 1
2

((
ω2 ∓ β1 − β2

)
η21 + η22

)
.
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Using (2.3) and (4.12), we obtain the Melnikov function as

M(t0) = (−Re `12 Re `22 + Im `12 Im `22)ω
2
+ cos 2ω−t0

+ (Re `12 Im `22 + Im `12 Re `22)ω
2
+ sin 2ω−t0 + 1

2

(
ω2
− −

(
|`12|2 + |`22|2

)
ω2
+

)
= ω2

+|`12||`22| cos(2ω−t0 − φ0) + 1
2

(
ω2
− − (|`12|2 + |`22|2)ω2

+

)
,

where

tanφ0 =
Re `12 Im `22 + Im `12 Re `22
−Re `12 Re `22 + Im `12 Im `22

.

Let

G(β1, β2, ω) :=
(
ω2
+|`12||`22|

)2 − 1
4

(
ω2
− −

(
|`12|2 + |`22|2

)
ω2
+

)2
= ω2

+ω
2
−|`22|2 − 1

4ω
2
−(ω+ − ω−)2.

Here we have used the relation |`12|2 − |`22|2 = ω−/ω+ obtained from (3.5) and (4.12). The
Melnikov function M(t0) has a simple zero (resp. no zero) if and only if G(β1, β2, ω) > 0 (resp.
G(β1, β2, ω) < 0). Obviously, the above arguments are valid for x± = (∓1, 0) and xh−(t).
Applying Theorem 2.1, we obtain the following proposition.

Proposition 4.4. Let α± > 0 be sufficiently small and satisfy H
(
γ
α+
+

)
= H

(
γ
α−
−
)
. If G(β1, β2,

ω) > 0, then W u
r

(
γ
α−
−
)

and W u
`

(
γ
α+
+

)
, respectively, intersect W s

`

(
γ
α+
+

)
and W s

r

(
γ
α−
−
)

transversely
on the energy surface, i.e., there exists a heteroclinic cycles. If G(β1, β2, ω) < 0, then W u

r

(
γ
α−
−
)

and W u
`

(
γ
α+
+

)
, respectively, do not intersect W s

`

(
γ
α+
+

)
and W s

r

(
γ
α−
−
)
.

Remark 4.5.

(i) As expected from Proposition 4.2, when β1 = 0, we see that G(β1, β2, ω) > 0 if and only
if the second condition of (4.7) does not hold, i.e.,

β2 6= 1
2n(n− 1) for any n ∈ N. (4.13)

This follows from the fact that `22 6= 0 if and only if condition (4.13) holds (see the proof
of Lemma 4.1).

(ii) When β1 6= 0, Proposition 4.2 means that the Hamiltonian system (4.1) is always real-
meromorphically nonintegrable as stated in Remark 4.3, but there may not exist hetero-
clinic cycles for periodic orbits: the function G(β1, β2, ω) may be negative.

In Fig. 4 we plot the curve given by G(β1, β2, ω) = 0 in the (β1, β2)-parameter plane for
ω = 2. Here we have used the function fsolve of Maple to numerically solve G(β1, β2, 2) = 0
for β2 varied. By Proposition 4.4, heteroclinic cycles on energy surfaces near the saddle-centers
exist (resp. do not exist) for the parameter values of β1, β2 in the left (resp. right) side of the
curve since G(β1, β2, 2) > 0 (resp. < 0) there.

To support the above theoretical results, we give numerical computations of the stable and
unstable manifolds of periodic orbits near the saddle-centers with x = (±1, 0) for the Hamilto-
nian system (4.1). Our numerical approach was described in [22, Section 4.3] and similar to that
of [3]. The calculations were carried out by using the numerical computation tool AUTO [5], as
in [3, 22], although the monodromy matrix (the derivative of the Poincaré map) was computed
by numerically solving the variational equation around the corresponding periodic orbit directly.

Fig. 5 shows numerically computed periodic orbits near the saddle-center with x = (−1, 0)
for β1 = 5× 10−3, β2 = 2 and ω = 2. Similar pictures for periodic orbits were also obtained for



Heteroclinic Orbits and Nonintegrability in Hamiltonian Systems 15

-1

 0

 1

 2

 3

0 5 10 15 20

× 10-3

β 2

β1

Figure 4. Numerical computation of the curve

given by G(β1, β2, ω) = 0 with ω = 2 in the

(β1, β2)-plane.
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Figure 5. Periodic orbits near the saddle-center

with x = (−1, 0) for β1 = 5.0 × 10−3, β2 = 2

and ω = 2. Their projections to the y-plane

are plotted, and their energy values are H =

0.28, 0.35, 0.45, 0.6, 0.8 from the inside.

the other cases, and periodic orbits far from the saddle-centers could be computed like Fig. 5
although the Lyapunov center theorem only guarantees their existence near the saddle-centers.

Fig. 6 shows numerically computed the stable and unstable manifolds, W s
(
γ
α±
±
)

and
W u
(
γ
α±
±
)
, of periodic orbits γ

α±
± near the saddle-centers on the Poincaré section

{
(x, y) ∈

R2 × R2 | y1 = 0
}

for β2 = 2, ω = 2 and H = 0.28. In Fig. 6(a) for β1 = 5 × 10−3, we observe
that W u

r

(
γ
α−
−
)

and W u
`

(
γ
α+
+

)
, respectively, intersect W s

`

(
γ
α+
+

)
and W s

r

(
γ
α−
−
)

transversely, and
there exists a heteroclinic cycle. In Fig. 6(b) for β1 = 1.32 × 10−2, W u

r

(
γ
α−
−
)

and W u
`

(
γ
α+
+

)
,

respectively, seem to be quadratically tangent to W s
`

(
γ
α+
+

)
and W s

r

(
γ
α−
−
)
. In Fig. 6(c) for

β1 = 2× 10−1, W u
r

(
γ
α−
−
)

and W u
`

(
γ
α+
+

)
, respectively, do not intersect W s

`

(
γ
α+
+

)
and W s

r

(
γ
α−
−
)
.

We see that for (β2, ω) = (2, 2), G(β1, β2, ω) = 0 at β1 ≈ 1.5 × 10−2 in Fig. 4, and predict by
Proposition 4.4 that a heteroclinic cycle exists or not, depending on whether β1 is less or greater
than the value. Thus, the theoretical prediction fairly agrees with the numerical observation in
Fig. 6. The agreement becomes better when the periodic orbits γ

α±
± are closer to the saddle-

centers. In Fig. 6(c) we also observe that W s(γ
α+
+ ) and W u

(
γ
α+
+

)
still intersect transversely.

Hence, the Hamiltonian system (4.1) exhibits chaotic dynamics and it is nonintegrable. This
consists with the results of Proposition 4.2.
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