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Abstract. The classical Hochschild cohomology theory of rings is extended to abelian heaps
with distributing multiplication or trusses. This cohomology is then employed to give neces-
sary and sufficient conditions for a Nijenhuis product on a truss (defined by the extension of
the Nijenhuis product on an associative ring introduced by Cariñena, Grabowski and Marmo
in [Internat. J. Modern Phys. A 15 (2000), 4797–4810, arXiv:math-ph/0610011]) to be as-
sociative. The definition of Nijenhuis product and operators on trusses is then linearised to
the case of affine spaces with compatible associative multiplications or associative affgebras.
It is shown that this construction leads to compatible Lie brackets on an affine space.
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1 Introduction

As shown by Magri [14] two compatible Poisson structures are closely related to integrability of
classical Hamiltonian systems. Extending this idea to quantum mechanics, Cariñena, Grabowski
and Marmo [8] proposed a way of deforming a given product on an algebra (of operators on
a Hilbert space) so that two compatible Lie algebra structures are obtained. This deformation
involves an operator N acting on an associative algebra A and satisfying the following simple
equation:

N(a)N(b) = N(N(a)b−N(ab) + aN(b)) for all a, b ∈ A. (1.1)

Borrowing terminology from differential geometry and Lie algebra theory, N is called a Nijenhuis
tensor in [8]. The combination of signs on the right-hand side of (1.1) indicates immediately
that the Nijenhuis condition has an affine rather than linear flavour. The aim of this paper
is to demonstrate how one may extend Nijenhuis tensors or operators to affine spaces with
compatible associative multiplications. This in turn might allow one to develop the gauge or
frame-independent theory of quantum bi-Hamiltonian systems in the spirit of [3, 15, 17, 18, 19].

Affine spaces admit a natural ternary operation and thus can be interpreted as heaps (see
Definition 2.1). Bi-affine multiplication on an affine space distributes over the ternary heap
operation, and so just as any associative algebra is a ring, an associative ‘affgebra’ is a truss (see
Definition 2.8). Thus we study deformations of products on trusses through heap operators and
the resulting Nijenhuis conditions before showing how we may think of affine Nijenhuis operators
on an affine space with a compatible associative multiplication.

The condition (1.1) is sufficient but not necessary for the associativity of the deformed prod-
uct. In view of the classical results of Gerstenhaber on deformations of rings [10] it is not entirely
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surprising that, as the authors of [8] observe, the associativity of the deformed product is fully
controlled by two-cocycles in the Hochschild cohomology of A with coefficients in A [12]. As
the same can be expected of the deformed products of trusses, and indeed it is the case, this
leads us to developing rudiments of the Hochschild cohomology for trusses. The main difficulty
here is that the category of trusses is not enriched over the category of abelian groups but over
the category of abelian heaps. The latter has no zero object and thus the usual methods of
homological algebra cannot be applied. To overcome this difficulty, we take any element e of
a truss T , retract the heap underlying T to an abelian group and build a cochain complex of
bi-heap homomorphisms Tn → T in that way. Extra care should be taken due to the facts that
first it is not guaranteed that e ‘behaves like the zero’, i.e., the product ae is not necessarily e,
second that e might not be preserved by the cochains (multi-heap homomorphisms), and third
that we would like the coboundary operators to preserve constant functions with value e, so that
they are homomorphisms of corresponding abelian groups (retracts at the constant cochains with
value e). The construction of the e-relative Hochschild cochain complex is achieved in Defini-
tion 3.1 and Theorem 3.2. The corresponding cohomology is defined in Definitions 3.3 and 3.4
and it is shown to be independent from the choice of base elements (up to isomorphism) in
Theorem 3.8.

After the reworking of Hochschild cohomology we proceed to define a Nijenhuis product on
a truss as a deformation of the original multiplication by a heap endomorphism N combined
with the ternary heap operation (see Definition 4.1). This mimics the construction in [8] (and, of
course, reduces to it in the additive case). We show in Theorem 4.6 that the Nijenhuis product
on T given by N is associative if and only if, for all e ∈ T (equivalently, for any e ∈ T ), the
e-Nijenhuis torsion of N introduced in Definition 4.1 is a 2-cocycle in the e-relative Hoschschild
cohomology of T . The operator N that is a homomorphism between the truss with the new
(deformed) and original products is termed a Nijenhuis operator. This is equivalent to the
triviality of its e-torsion for any e ∈ T .

The remainder of Section 4 focuses on examples and properties of Nijenhuis operators. In
particular, in Proposition 4.8 we classify all Nijenhuis operators on commutative trusses built
on the abelian group of integers. Then we develop iterative procedure to construct Nijenhuis
operators in Theorem 4.9 and study the compatibility of Nijenhuis operators, showing that
powers of Nijenhuis operators are pairwise-compatible (see Definition 4.10 and Theorem 4.12).

Section 5 deals with the extension of results found in [8] from linear maps to affine maps,
creating an affine version of quantum bi-Hamiltonian systems and affine Nijenhuis operators.
In particular we discusses the compatibility conditions and examples of affine Nijenhuis oper-
ators, showing in particular that barycentric combinations of affine Nijenhuis operators on an
associative algebra or, more generally, affgebra form Nijenhuis operators (see Theorem 5.2 and
Proposition 5.5). The paper ends with Theorem 5.7, which may be interpreted as an affine
version of a (weak) quantum bi-Hamiltonian system, since it shows how an affine Nijenhuis
operator induces a Lie bracket on an affine space compatible with the Lie bracket given by the
commutators. This is an affine version of [8, Theorem 8].

2 Preliminaries on heaps and trusses

The following will get the reader up to speed on prerequisite knowledge of both heaps [2, 6, 9, 16]
and trusses [5, 6] for the later sections of this paper.

Definition 2.1. A heap is an algebraic structure (H, [−−−]), where H is a set and [−−−] is
a ternary operation

[−−−] : H3 → H, (a, b, c) 7→ [a, b, c],
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such that for all a, b, c, d, e ∈ H we have the following properties:

associativity: [[a, b, c], d, e] = [a, b, [c, d, e]],

Mal’cev identities: [a, a, b] = b = [b, a, a].

Furthermore, a heap is said to be abelian if, for all a, b, c ∈ H,

[a, b, c] = [c, b, a].

Remark 2.2. In an abelian heap (H, [−−−]), the placement of brackets in multiple application
of the heap operation does not play any role, hence we will write [a1, a2, . . . , a2n+1] for any such
multiple application. However, the parity of the position of an element does matter, any element
within an even or odd position in the operation may exchange position with any other element
in a respectively even or odd position. Moreover, if after such a parity preserving rearrangement
two adjacent elements are equal to each other, we may perform a cancellation of these elements.
For example,

[a, x, b, c, x] = [a, c, b, x, x] = [a, c, b]

for any a, b, c, x ∈ H.

Remark 2.3. The axioms of a heap H imply in particular that any three elements in the
expression [a, b, c] = d determine the fourth one. In particular, [a, b, c] = d if and only if
[c, d, a] = b. Furthermore, a = b if and only if [a, b, c] = c if and only if [c, a, b] = c, for all,
equivalently any c ∈ H. The transition from any to all is clear from the chain of arguments
[a, b, c] = c if and only if [[a, b, c], c, d] = [c, c, d], if and only if [a, b, d] = d by the heap associativity
and Mal’cev identities.

Definition 2.4. A heap homomorphism or a heap map from (H, [− − −]) to (H ′, [− − −]) is
a mapping f : H → H ′ that preserves the ternary operation, that is, for all a, b, c ∈ H,

f([a, b, c]) = [f(a), f(b), f(c)].

The set of all heap homomorphisms from (H, [−−−]) to (H ′, [−−−]) is denoted by Heap(H,H ′).

The set Heap(H,H ′) includes in particular all constant functions. In case H, H ′ are abelian,
Heap(H,H ′) is a heap by a pointwise operation, [f, g, h](a) = [f(a), g(a), h(a)]. Any singleton
set is an (abelian) heap with a trivial (only possible) operation. The unique function from any
heap to the singleton heap is a heap homomorphism. This makes the singleton set a terminal
object in the category of heaps; we denote it by ∗.

Similarly, the empty set is an abelian heap, the initial object in the category of heaps. To
maintain the correspondence between heaps and groups described in the following remark and
Definition 2.6 we assume throughout that the discussed heaps are non-empty.

Remark 2.5. Given a group (G, ·, 1), we define a ternary operation

[−−−] : G3 → G, [x, y, z] = x · y−1 · z.

Then (G, [−−−]) is a heap denoted by H(G). If (G, ·, 1) is abelian, then so is H(G).

Definition 2.6. Let (H, [−−−]) be a heap and e ∈ H. Define the following binary operation
on H:

·e : H ×H → H, x ·e y = [x, e, y].

Then G(H; e) is a group known as the retract of H. Finally, note that if (H, [−−−]) is abelian,
then so is G(H; e).
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Definition 2.7. Let H be a heap. For all e, e′ ∈ H, the translation isomorphism τ ee′ : H → H
is defined as

τ ee′(a) := [a, e′, e].

One easily checks that the inverse of τ ee′ is given by τ e
′

e . Furthermore, τ e
′

e is an isomorphism
of groups G(H; e) → G(H; e′). The set of all translation isomorphisms of H is a group with
respect to the composition. This group is isomorphic to any of the retracts of H.

A (non-empty) subset K of a heap (H, [− − −]) is called a sub-heap if it is closed under
the heap operation, that is, for all a, b, c ∈ K, [a, b, c] ∈ K. A sub-heap defines an equivalence
relation on H : a ∼ b if and only if, for all (equivalently, any) x ∈ K, [a, b, x] ∈ K. The set
of equivalence classes is denoted by H/K. One easily shows that this is the same as the heap
associated to the quotient of retracts, that is, H/K = H(G(H; e)/G(K; e)), for any e ∈ K. If H
is abelian, then H/K is an abelian heap with the inherited structure [ā, b̄, c̄] = [a, b, c], where ā
etc. denotes the class of a in H/K.

Definition 2.8. A truss is an algebraic structure (T, [−−−], ·), consisting of a set T , a ternary
operation [− − −] such that (T, [− − −]) forms an abelian heap, and an associative binary
operation · which distributes over [−−−], that is, for all a, b, c, d ∈ T ,

a[b, c, d] = [ab, ac, ad] and [b, c, d]a = [ba, ca, da].

If the multiplication · admits identity, then the truss is said to be unital. Finally, if the
operation · is commutative, we then refer to the truss as being a commutative truss.

Remark 2.9. We may use the definition of a retract (see Definition 2.6) as an alternative way
of looking at the heap operation and the truss distributive laws in the retract. In G(T ; e), we
have

a(b+ c) = a[b, e, c] = [ab, ae, ac] = ab− ae+ ac, (a+ b)c = ac− ec+ bc,

a(b− c) = a[b, c, e] = [ab, ac, ae] = ab− ac+ ae, (a− b)c = ac− bc+ ec,

a(−b) = a(e− b) = ae− ab+ ae, (−a)b = eb− ab+ eb.

There are often times where thinking of the heap operation as a combination of the binary
operations + and − will prove useful, and these distributive laws will be used throughout this
paper.

Remark 2.10. The world of trusses is substantially richer than that of rings. On any abelian
group A understood as a heap H(A) there are at least four non-isomorphic truss multiplications,
only one of which gives rise to a ring in all circumstances. These are

ab = 0, ab = a, ab = b, ab = a+ b = [a, 0, b] (2.1)

for all a, b ∈ A. There are additional truss structures on specific groups. For example, commu-
tative truss multiplications · on Z are given in terms of the usual arithmetic operations on Z,
for all m,n ∈ Z, by

m · n = amn+ b(m+ n) + c, (2.2)

where a, b, c ∈ Z are such that

ac = b(b− 1); (2.3)

see [6, Theorem 3.51]. We denote these trusses by T (Z; a, b, c). These split into isomorphism
classes:
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(1) for all a ∈ N,

m · n = amn, m · n = amn+m+ n,

(2) for all a ∈ Z+, b ∈ {2, 3, . . . , a− 1} and c ∈ Z+ such that ac = b(b− 1),

m · n = amn+ b(m+ n) + c,

see [6, Corollary 3.53]. As explained in [1, Example 7.4], there are 23 non-isomorphic truss
structures on the group Zp ⊕ Zp (p a prime number) as opposed to 8 ring structures.

Remark 2.11. As explained in [1], there is a close relation between trusses and ring extensions.
More precisely, let R be an associative ring, let I be an ideal in R and let q ∈ R be an idempotent
element. Then T (I; q) := q + I is a truss with the heap operation [a, b, c] = a − b + c and the
same multiplication as in R. Any truss can be embedded in an associative ring in this way.

3 Hochschild cohomology of trusses

The aim of this section is to make a proposal for the Hochschild cohomology of trusses.

Definition 3.1. Let T be a truss and let C0(T ) = T and, for all positive integers n, let Cn(T )
be the set of all multi-heap functions Tn → T (i.e., heap morphisms in each argument). For
all n ∈ N, Cn(T ) are viewed as heaps with the operation defined pointwise, that is inherited
from T .

For all n ∈ N and e ∈ T , the heap homomorphism δne : C
n(T ) → Cn+1(T ) is defined by

δne f(a0, . . . , an) =


[e, a0e, a0f(a1, . . . , an), f(a0a1, a2, . . . , an), . . . ,

f(a0, a1, a2, . . . , an−1an), f(a0, . . . , an−1)an, ean], n even,

[e, a0e, a0f(a1, . . . , an), f(a0a1, a2, . . . , an), . . . ,

f(a0, a1, a2, . . . , an−1an), f(a0, . . . , an−1)an, ean, e], n odd

for all f ∈ Cn(T ) and a0, . . . , an ∈ T . We call this the e-relative Hochschild n-coboundary
operator on T .

We note in passing that the maps δne are heap homomorphisms by the truss distributive law
and the fact that T is an abelian heap. The usage of the term coboundary is justified by the
following theorem.

Theorem 3.2. For all n ∈ N and e ∈ T , δn+1
e ◦δne = e, where in each case the constant function

with value e is denoted by e as well.

Furthermore, for all n, δne (e) = e, and hence each δne is a homomorphism of abelian groups
δne : G(Cn(T ); e) → G

(
Cn+1(T ); e

)
.

Proof. Here we shall represent the heap operation [−−−] as a linear combination of + and −
as well as using the distributive laws from the retract G(T ; e) where (T, [− − −], ·) is a truss.
For the case, where n is even and n+ 1 is odd,

δne f(a0, . . . , an) = −a0e+ a0f(a1, . . . , an) +
n∑

j=1

(−1)jf(a0, . . . , aj−1aj , . . . , an)

− f(a0, . . . , an−1)an + ean,
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δn+1
e f(a0, . . . , an+1) = −a0e+ a0f(a1, . . . , an+1) +

n+1∑
i=1

(−1)if(a0, . . . , ai−1ai, . . . , an+1)

+ f(a0, . . . , an)an+1 − ean+1.

We compose these functions

δn+1
e δne f(a0, . . . , an+1)

= −a0e+ a0δ
n
e f(a1, . . . , an+1) +

n+1∑
i=1

(−1)iδne f(a0, . . . , ai−1ai, . . . , an+1)

+ δne f(a0, . . . , an)an+1 − ean+1.

Cancelling terms with alternating signs, we find

n+1∑
i=1

(−1)iδne f(a0, . . . , ai−1ai, . . . , an+1)

= a0a1e− a0a1f(a2, . . . , an+1)−
n+1∑
i=2

(−1)i+1a0f(a1, . . . , ai−1ai, . . . , an+1)

−
n∑

j=1

(−1)jf(a0, . . . , aj−1aj , . . . , an)an+1 + f(a0, . . . , an−1)anan+1 − eanan+1.

This can then be simplified further by applying the definition of δne and the truss distributive
laws

n+1∑
i=1

(−1)iδne f(a0, . . . , ai−1ai, . . . , an+1)

= a0e− a0δ
n
e f(a1, . . . , an+1)− δne f(a0, . . . , an)an+1 + ean+1.

Making the substitution in the formula for the composition, we thus find

δn+1
e δne f(a0, . . . , an+1)

= −a0e+ a0δ
n
e f(a1, . . . , an+1) + a0e− a0δ

n
e f(a1, . . . , an+1)− δne f(a0, . . . , an)an+1

+ ean+1 + δne f(a0, . . . , an)an+1 − ean+1 = e.

Now we may look at the case where n is odd and n+ 1 is even. In this case the composition
comes out as

δn+1
e δne f(a0, . . . , an+1)

= −a0e+ a0δ
n
e f(a1, . . . , an+1) +

n+1∑
i=1

(−1)iδne f(a0, . . . , ai−1ai, . . . , an+1)

− δne f(a0, . . . , an)an+1 + ean+1.

Once more, cancelling the alternating terms using the definition of functions δne as well as the
distributive laws for trusses, we find

n+1∑
i=1

(−1)iδne f(a0, . . . , ai−1ai, . . . , an+1)



Affine Nijenhuis Operators and Hochschild Cohomology of Trusses 7

= a0a1e− a0a1f(a2, . . . , an+1)−
n+1∑
i=2

(−1)i+1a0f(a1, . . . , ai−1ai, . . . , an+1)

+

n∑
j=1

(−1)jf(a0, . . . , aj−1aj , . . . , an)an+1

+ ean+1 − a0e+ f(a0, . . . , an−1)anan+1 − eanan+1

= a0e− a0δ
n
e f(a1, . . . , an+1) + δne f(a0, . . . , an)an+1 − ean+1.

Using the above calculation, we then expand

δn+1
e δne f(a0, . . . , an+1)

= −a0e+ a0δ
n
e f(a1, . . . , an+1) + a0e− a0δ

n
e f(a1, . . . , an+1) + δne f(a0, . . . , an)an+1

− ean+1 − δne f(a0, . . . , an)an+1 + ean+1 = e

as required.

Since e is the neutral element in G(T ; e), we immediately find that, for all a0, . . . , an and the
constant function e : Tn → T , (a0 . . . an−1) 7→ e,

δne (e)(a0, . . . , an) = −a0e+ a0e+ (−1)n+1ean + (−1)nean = e.

Now, the observation that any homomorphism of heaps f : H → K is a homomorphism of groups
f : G(H; e) → G(K; f(e)), for all e ∈ H confirms the final assertion. ■

Definition 3.3. In the setup of Definition 3.1, we define the heap of e-relative n-cocycles

Zn
e (T ) := {f ∈ Cn(T ) | δne (f) = e},

and the heap of e-relative n-coboundaries

Bn
e (T ) := Im δn−1

e .

Since Theorem 3.2 implies that Bn
e (T ) is a sub-heap of Zn

e (T ), we can formulate the definition
of the main object of study in this section.

Definition 3.4. For all n ∈ N and e ∈ T , the quotient heap

Hn
e (T ) = Zn

e (T )/B
n
e (T )

is called the n-th e-relative Hochschild cohomology heap of T .

Remark 3.5. The last assertion of Theorem 3.2 ensures the existence of the cochain complex
of abelian groups

(
δne : G(Cn(T ); e) → G

(
Cn+1(T ); e

))
. This allows one for an abelian group

interpretation of e-retracts of e-relative Hochschild cohomology heaps, namely, G(Hn
e (T ); ē),

where ē is the class of the constant heap map e, is the n-th cohomology group of the above
complex of abelian groups G(Cn(T ); e).

We next show that the relative Hochschild cohomology heaps for different e can be identified
up to isomorphism. We start with the following lemma.

Lemma 3.6. For all heap homomorphisms f ∈ Cn(T ) and e, e′ ∈ T ,

δne′(f) = τ e
′

e ◦ δne (τ ee′ ◦ f).
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Proof. First, we look at the case where n is even,

δne′f(a0, . . . , an) = τ e
′

e (δne (τ
e
e′ ◦ f)(a0, . . . , an)).

Let us first calculate

δne (τ
e
e′ ◦ f)(a0, . . . , an) = [e, a0e, a0f(a1, . . . , an), a0e

′, a0e, f(a0a1, . . . , an), e
′, e, . . . ,

f(a0, . . . , an−1an), e
′, e, f(a0, . . . , an−1)an, e

′an, ean, ean],

= [e, a0e
′, a0f(a1, . . . , an), f(a0a1, . . . , an), . . . ,

f(a0, . . . , an−1an), f(a0, . . . , an−1)an, e
′an],

= [e, e′, δne′f(a0, . . . , an)].

Now, for the case where we have n odd, by similar calculation,

δne (τ
e
e′ ◦ f)(a0, . . . , an) = [e, a0e, a0f(a1, . . . , an), a0e

′, a0e, f(a0a1, . . . , an), e
′, e,

f(a0, a1a2, . . . , an), e
′, e, . . . , f(a0, . . . , an−1an), e

′, e,

f(a0, . . . , an−1)an, e
′an, ean, ean, e]

= [e, a0e, a0f(a1, . . . , an), f(a0a1, . . . , an), e
′, e,

f(a0, a1a2, . . . , an), . . . , f(a0, . . . , an−1an),

f(a0, . . . , an−1)an, e
′an, e]

= [e, e′, δne′f(a0, . . . , an)].

Thus, for both cases,

τ e
′

e (δne (τ
e
e′ ◦ f)(a0, . . . , an)) = [e, e′, δne′f(a0, . . . , an), e, e

′] = δne′f(a0, . . . , an). ■

Thanks to the commutativity of the heap operations and the Mal’cev identities, for all
e, e′ ∈ T and n ∈ N, we can consider heap isomorphisms

τ⃗ e′
e : Cn(T ) → Cn(T ), f 7→ τ e

′
e ◦ f.

In terms of these isomorphisms, the statement of Lemma 3.6 can be rephrased as

δne′
(
τ⃗ e′
e (f)

)
= τ⃗ e′

e (δne (f)) (3.1)

for all f ∈ Cn(T ).

Lemma 3.7. For all e, e′ ∈ A, the maps τ⃗ e′
e restrict to isomorphisms Bn

e (T ) → Bn
e′(T )

and Zn
e (T ) → Zn

e′(T ).

Proof. This follows (almost) immediately from Lemma 3.6 or its equivalent formulation in (3.1).
Specifically, if g = δne (f) ∈ Bn

e (T ), then τ⃗ e′
e (g) = δne′

(
τ⃗ e′
e (f)

)
∈ Bn

e′(T ). If δ
n
e (f) = e, then

e′ = [e, e, e′] = τ⃗ e′
e

(
δne (f)

)
= δne′

(
τ⃗ e′
e (f)

)
,

i.e., τ⃗ e′
e (f) ∈ Zn

e′(T ). ■

Put together, Lemmas 3.6 and 3.7 yield the identification of cohomology heaps sought for.

Theorem 3.8. Let T be a truss. Then, for all n ∈ N and e, e′ ∈ T ,

Hn
e (T )

∼= Hn
e′(T ).
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Proof. By Lemmas 3.6 and 3.7, the isomorphisms τ⃗ e′
e descent to the isomorphisms Hn

e (T ) →
Hn

e′(T ); for f, g ∈ Zn
e (T ) represent the same class in Hn

e (T ) if and only if[
f, g, δn−1

e (h)
]
∈ Bn

e (T )

for some (equivalently all) h ∈ Cn−1(T ). Hence,[
τ⃗ e′
e (f), τ⃗ e′

e (g), δn−1
e′

(
τ⃗ e′
e (h)

)]
=

[
τ⃗ e′
e (f), τ⃗ e′

e (g), τ⃗ e′
e

(
δn−1
e (h)

)]
= τ⃗ e′

e

([
f, g, δn−1

e (h)
])

∈ Bn
e′(T ). ■

In view of Theorem 3.8 rather than talking about e-relative Hochschild cohomology heaps, we
might talk just as well about simply Hochschild cohomology heaps and drop the subscript e
from the notation.

Remark 3.9. One easily checks that τ⃗ e′
e (e) = e′, and hence the isomorphism described in

Theorem 3.8 is an isomorphism of abelian groups G(Hn
e (T ); ē) ≃ G(Hn

e′(T ); e
′).

In case of the Hochschild cohomology of algebras, one-cocycles correspond to derivations.
A similar statement can be made in the case of the cohomology of trusses, although this corre-
spondence is not quite as direct as in the ring case.

Definition 3.10 ([7]). Let T be a truss. A heap homomorphismD : T → T is called a derivation
if, for all a, b ∈ T ,

D(ab) = [D(a)b, ab, aD(b)].

Derivations on T form a heap which is denoted by Der(T ).

Proposition 3.11. For all e ∈ T , Der(T ) ∼= Z1
e (T ) as heaps.

Proof. The isomorphism and its inverse are given by

Θ: Der(T ) → Z1
e (T ), Θ(D) : a 7→ [D(a), a, e],

Θ−1 : Z1
e (T ) → Der(T ), Θ−1(f) : a 7→ [f(a), e, a].

It is clear that the defined maps are inverses of each other. Thus, it remains to be checked if
their domains and codomains are as stated.

If D is a derivation, then, for all a, b ∈ T ,

δ1e(Θ(D))(a, b) = [e, ae, aΘ(D)(b),Θ(D)(ab),Θ(D)(a)b, eb, e]

= [e, ae, aD(b), ab, ae,D(ab), ab, e,D(a)b, ab, eb, eb, e]

= [e,D(ab), aD(b), ab,D(a)b] = [e,D(ab), D(ab)] = e,

where the second equality uses the truss distributive law, the third one arises from the cancella-
tion and reshuffling rules described in Remark 2.2, and the penultimate equality is the definition
of the derivation. Thus, Θ(D) ∈ Z1

e (T ) as required.
In the converse direction, if f ∈ Z1

e (T ), then, for all a, b ∈ T ,

[e, ae, af(b), f(ab), f(a)b, eb, e] = e,

and so by Remark 2.3, equivalently

f(ab) = [f(a)b, eb, af(b), ae, e].

Therefore,[
Θ−1(f)(a)b, ab, aΘ−1(f)b

]
= [f(a)b, eb, ab, ab, af(b), ae, ab] = [f(ab), e, ab] = Θ−1(f)(ab),

so that Θ−1(f) is a derivation on T as required. ■
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As an illustration of Hochschild cohomology of trusses, we compute the cohomology heaps of
the second of the trusses (2.1) in Remark 2.10.

Example 3.12. For an abelian group A, let us denote by L(A) the truss with the product given
by the left projection, that is ab = a, then

Hn(L(A)) ∼=

{
End(A) for n = 1,

∗ otherwise.

Proof. We perform all computations relative to the neutral element 0 in A. In view of the
product in L(A), the formula for the coboundary operator (relative to 0 and written in the
abelian group form) comes out as

δnf(a0, . . . , an) =
n−1∑
i=1

(−1)if
(
a0, . . . , âi, . . . , an

)
, (3.2)

where âi indicates the absence of ai.
First, note that, for all a, b ∈ A,

δ0(a)(b) = −a, (3.3)

and hence H0(L(A)) = Z0(L(A)) = {0}.
For n ≥ 2 and f ∈ Cn(L(A)), δn(f) = 0 if and only if, for all a0, . . . , an ∈ A,

f(a0, a2, . . . , an) = f(a0, a1, a3, . . . , an)− f(a0, a1, a2, a4, . . . , an) + · · ·
+ (−1)n+1f(a0, a1, a2, . . . , an−2, an). (3.4)

The left-hand side of equation (3.4) is independent of a1. Thus, setting a1 = 0 and relabelling
the indices, we find that f is an n-cocycle if and only if, for all a0, . . . , an−1,

f(a0, a1, . . . , an−1) = f(a0, 0, a2, . . . , an−1)− f(a0, 0, a1, a3, . . . , an−1) + · · ·
+ (−1)n+1f(a0, 0, a1, . . . , an−3, an−1). (3.5)

Set

g : An−1 → A, (a0, a1, . . . , an−2) 7→ −f(a0, 0, a1, . . . , an−2).

Since f ∈ Cn(L(A)), the map g is a heap homomorphism in all arguments, and hence g ∈
Cn−1(L(A)). The formula (3.5) immediately yields δn−1(g) = f , and hence every n-cocycle is
also an n-coboundary. Therefore, all Hochschild heaps are trivial whenever n ≥ 2.

Finally, elements of C1(L(A)) are heap endomorphisms of f , i.e., any functions f : A → A
such that f(a−b+c) = f(a)−f(b)+f(c). Given such an f , the map g(a) = f(a)−f(0) is additive.
Conversely, given a group endomorphism g of A and c ∈ A, the map f(a) = g(a) + c is a heap
endomorphism. The formula (3.2) implies that every heap endomorphism f : A → A is a one-
cocycle, while (3.3) yields that two one-cocycles belong to the same cohomology class if and only
if they differ by a constant (i.e., they correspond to the same abelian group endomorphism). This
establishes the isomorphism of H1(L(A)) with the heap of additive endomorphisms of A. ■

4 Nijenhuis products and operators on trusses

In this section, we transfer the notions of Nijenhuis products and operators introduced in [8]
from rings to trusses, and determine the sufficient and necessary conditions for the associativity
of the Nijenhuis product. We also study compatibility of Nijenhuis operators and give general
examples as well as classify all Nijenhuis operators on commutative trusses built on the group
of integers (see Remark 2.10).
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Definition 4.1. Let T be a truss. For all heap homomorphisms N : T → T , the binary opera-
tion ◦N on T , defined by

a ◦N b = [N(a)b,N(ab), aN(b)],

is called the Nijenhuis product.
Furthermore, N is called a Nijenhuis operator if, for all a, b ∈ T ,

N(a ◦N b) = N(a)N(b).

For all e ∈ T , the e-Nijenhuis torsion of N is defined as

T e
N (a, b) = [N(a ◦N b), N(a)N(b), e].

Note that in view of Remark 2.3, N is a Nijenhuis operator if and only if its e-torsion is
a constant function equal to e, that is, for all e, a, b ∈ T , T e

N (a, b) = e. Such an e-torsion is said
to be trivial.

Remark 4.2. The authors of [8] use the term Nijenhuis tensor rather than Nijenhuis operator.
However, as the former commonly is used to describe the obstruction of an almost complex
structure to originate from a complex structure and is closer to the Nijenhuis torsion (see [13,
footnote 1, p. 627]), we prefer the latter. Besides the term Nijenhuis operator is now widely
used to describe a way of deforming of a given algebraic structure (typically a Lie bracket, but
associative products too) into a structure of the same kind, which also extends to trusses as
argued in the present text.

Example 4.3. Let T be a truss.

(1) The identity map id: T → T is a Nijenhuis operator.

(2) Let P : T → T be a multiplicative idempotent homomorphism of heaps. Then P is a Ni-
jenhuis operator on T . In particular, for any idempotent element q ∈ T , the constant map
a 7→ q is a Nijenhuis operator.

Proof. In the first case, the Nijenhuis product is the same as the original multiplication in T
and hence clearly the identity map is a Nijenhuis operator. In the second example, since, for
all a, b, c ∈ T ,

P ([a, b, c]) = [P (a), P (b), P (c)], P (ab) = P (a)P (b), P (P (a)) = P (a),

we can easily compute

P (a ◦P b) = P ([P (a)b, P (ab), aP (b)]) = [P (P (a)b), P (a)P (b), P (aP (b)]

= [P (a)P (b), P (a)P (b), P (a)P (b)] = P (a)P (b)

as required.
Any constant map is a heap homomorphism of heaps, and if the image is an idempotent

element of T , then such a map is a multiplicative idempotent homomorphism of heaps. ■

A direct connection between Nijenhuis operators on rings and trusses is given in the following
proposition.

Proposition 4.4. Let T (q; I) be a truss associated to an ideal I and idempotent q in a ring R;
see Remark 2.11. Let N̄ be a Nijenhuis operator on I, such that, for all x ∈ I,

N̄(xq) = N̄(x)q, N̄(qx) = qN̄(x). (4.1)

Then

N : T (q; I) → T (q; I), q + x 7→ q + N̄(x)

is a Nijenhuis operator on T (q; I).
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Proof. It is immediate from the definition of N that it is a heap homomorphism. The Nijenhuis
product comes out as, for all x, y ∈ I,

(q + x) ◦N (q + y) = q + N̄(x)q + qy + N̄(x)y − q − N̄(xq)− N̄(qy)− N̄(xy)

+ q + xN̄(y) + xq + qN̄(y)

= q + x ◦N̄ y + xq + qy

by the fact that q is an idempotent and by (4.1). Since N̄ is the Nijenhuis operator on the
ring I, we conclude

N ((q + x) ◦N (q + y)) = q + N̄(x)N̄(y) + N̄(x)q + qN̄(y) = N(q + x)N(q + y),

that is, N is a Nijenhuis operator on the truss T (I; q). ■

Example 4.5. An explicit example of a Nijenhuis operator of the type described in Proposi-
tion 4.4 can be constructed as follows. Let R be the subring of the ring Mn×n(F) of (n + 1) ×
(n+ 1)-matrices over a field F consisting of matrices of the following block form

A(a,b, α) =

(
a b
0 α

)
,

where a ∈ Mn×n(F), b ∈ Mn×1(F), and α ∈ F. Set

I = {A(a,b, 0) | a ∈ Mn×n(F),b ∈ Mn×1(F)}, q = A(0, 0, 1),

so that

T (I; q) = {A(a,b, 1) | a ∈ Mn×n(F),b ∈ Mn×1(F)}.

Let P+ denote the projection in Mn×n(F) onto the subring of upper triangular matrices. As
argued in [8, Example 1], the map

N̄ : I → I, A(a,b, 0) 7→ A(P+(a),b, 0)

is a Nijenhuis operator on I. Since N̄ affects only the upper n × n block of A(a,b, 0) and in
view of the general multiplication rules in R,

A(a,b, α)A(a′,b′, α′) = A(aa′,ab′ + α′b, αα′),

the condition (4.1) is satisfied. Therefore,

N : T (I; q) → T (I; q), A(a,b, 1) 7→ A(P+(a),b, 1)

is a Nijenhuis operator on T (I; q).

Theorem 4.6. Let T be a truss and N : T → T a heap homomorphism. The Nijenhuis
product ◦N is associative if and only the e-Nijenhuis torsion of N is an e-relative Hochschild
2-cocycle for all (equivalently for any) e ∈ T . If this is the case, then T is a truss with the
Nijenhuis product ◦N .

Proof. First, note that whether associative of not, the Nijenhuis product distributes over the
heap operation. Indeed, for all e, x, y, z ∈ T ,

w ◦N [x, y, z] = [N(w)[x, y, z], N(w[x, y, z]), wN([x, y, z])]

= [N(w)x,N(w)y,N(w)z,N(wx), N(wy), N(wz), wN(x), wN(y), wN(z)]
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= [N(w)x,N(wx), wN(x), N(w)y,N(wy), wN(y), N(w)z,N(wz), wN(z)]

= [w ◦N x,w ◦N y, w ◦N z],

since T is a truss and N is a heap homomorphism. The rearrangement of terms leading to the
third equality follows by the fact that T is an abelian heap and hence the terms in odd (resp.
even) positions in the square bracket can be reshuffled freely; see Remark 2.2. This proves the
left distributive law. The right distributive law is proven by similar calculations.

Using the heap homomorphism property of N , the associativity of the product in T as well
as its distributivity over the heap operation, we find, for all a, b, c ∈ T ,

(a ◦N b) ◦N c = [N(N(a)b)c,N(N(ab))c,N(aN(b))c,N(N(a)bc),

N(N(ab)c), N(aN(b)c), N(a)bN(c), N(ab)N(c), aN(b)N(c)],

and

a ◦N (b ◦N c) = [N(a)N(b)c,N(a)N(bc), N(a)bN(c), N(aN(b)c),

N(aN(bc)), N(abN(c)), aN(N(b)c), aN(N(bc)), aN(bN(c))].

Therefore, cancelling repeated terms we obtain

[a ◦N (b ◦N c), (a ◦N b) ◦N c, e] = [N(a)N(b)c,N(a)N(bc), N(aN(bc)), N(abN(c)),

aN(N(b)c), aN(N(bc)), aN(bN(c)), N(N(a)b)c,N(N(ab))c,

N(aN(b))c,N(N(a)bc), N(N(ab)c), N(ab)N(c), aN(b)N(c), e].

Next, using the truss distributive laws, we compute

aT e
N (b, c) = [aN(N(b)c), aN(N(bc)), aN(bN(c)), aN(b)N(c), ae],

T e
N (ab, c) = [N(N(ab)c), N(N(abc)), N(abN(c)), N(ab)N(c), e],

T e
N (a, bc) = [N(N(a)bc), N(N(abc)), N(aN(bc)), N(a)N(bc), e],

and

T e
N (a, b)c = [N(N(a)b)c,N(N(ab))c,N(aN(b))c,N(a)N(b)c, ec].

Thus,

δ2eT
e
N (a, b, c) = [aN(N(b)c), aN(N(bc)), aN(bN(c)), aN(b)N(c), ae,

N(N(ab)c), N(N(abc)), N(abN(c)), N(ab)N(c), e,

N(N(a)bc), N(N(abc)), N(aN(bc)), N(a)N(bc), e,

N(N(a)b)c,N(N(ab))c,N(aN(b))c,N(a)N(b)c, ec, ec, ae, e].

We can then perform cancellations and rearrangements allowed by the definition of an abelian
heap (see Remark 2.2), yielding

[a ◦N (b ◦N c), (a ◦N b) ◦N c, e] = δ2eT
e
N (a, b, c).

Therefore, by Remark 2.3,

a ◦N (b ◦N c) = (a ◦N b) ◦N c,

if and only if δ2eT
e
N (a, b, c) = e as required. ■
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Corollary 4.7. If N is a Nijenhuis operator on a truss (T, [−−−], ·), it follows that (T, [−−
−], ◦N ) is also a truss. We denote this truss by T [N ].

Proof. By the definition of a Nijenhuis operator, its e-torsion is trivial for all e, and hence it
is a 2-cocycle as needed. ■

As an illustration of Theorem 4.6 we classify all Nijenhuis operators on T (Z; a, b, c) on Z
described in Remark 2.10.

Proposition 4.8. The following table lists all Nijenhuis operators on commutative trusses
T (Z; a, b, c) on Z described in Remark 2.10.

T (Z; a, b, c) Nijenhuis operators

c ̸= 0 N(m) =

(
b

gcd(b, c)
q + 1

)
m+

c

gcd(b, c)
q,

N(m) =

(
b− 1

gcd(b− 1, c)
q + 1

)
m+

c

gcd(b− 1, c)
q, q ∈ Z

c = 0 N(m) = qm,

N(m) =

(
a

2b− 1
q + 1

)
m+ q, q ∈ Z

Proof. A heap homomorphism N : Z → Z is necessarily of the form, for all m ∈ Z,

N(m) = pm+ q

for some p, q ∈ Z. We need to determine what conditions p and q have to satisfy in order for N
to be a Nijenhuis operator. We take the most general commutative truss on Z, T (Z; a, b, c), with
multiplication (2.2), where a, b, c satisfy the constraint (2.3), and compute, for all m,n ∈ Z,

N(m) · n = apmn+ (aq + b)n+ bpm+ bq + c,

N(m · n) = apmn+ bpm+ bpn+ cp+ q.

These yield the Nijenhuis product

m ◦N n = apmn+ (aq + b)(m+ n) + 2bq + 2c− q − cp. (4.2)

In view of Theorem 4.6, the product (4.2) if associative if and only if the e-Nijenhuis torsion is
a cocycle for any fixed e ∈ Z, in particular, for 0. The 0-Nijenhuis torsion comes out as

T 0
N (m,n) = −cp2 + ((2b− 1)q + 2c)p− aq2 − (2b− 1)q − c. (4.3)

On the other hand, as recalled in Remark 2.10, the product (4.2) is associative if and only if

2abpq + 2acp− apq − acp2 = (aq + b)(aq + b− 1). (4.4)

Since ac = b(b− 1) and in view of (4.3), this can be rewritten as

aT 0
N (m,n) = 0.

Thus, if a ̸= 0, the associativity of the Nijenhuis product is equivalent to the vanishing of the
Nijenhuis torsion, i.e., to N being a Nijenhuis operator.
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We consider the equation T 0
N (m,n) = 0 as an equation with the unknown p. If c ̸= 0 this is

a quadratic equation with the discriminant q2, and hence the solutions are

p =

(
b

c
q + 1

)
or p =

(
b− 1

c
q + 1

)
.

To ensure that the solutions are integer, the numbers q must be multiples of the denominators of
the fractions divided by the greatest common multiple of the numerator and the denominator.
By rescaling accordingly, we obtain the following Nijenhuis operators:

N(m) =

(
b

gcd(b, c)
q + 1

)
m+

c

gcd(b, c)
q, q ∈ Z,

and

N(m) =

(
b− 1

gcd(b− 1, c)
q + 1

)
m+

c

gcd(b− 1, c)
q, q ∈ Z.

If c = 0, then T 0
N (m,n) = 0 is equivalent to

(2b− 1)pq − aq2 − (2b− 1)q = 0.

Thus, q = 0 or p = a
2b−1 q + 1, which is an integer, for all q, since the constraint (4.4) implies

that b = 0 or b = 1 in this case.
Putting all these cases together, we obtain the table as stated. ■

The following theorem is the truss version of [8, Theorem 2].

Theorem 4.9. If N is a Nijenhuis operator on a truss T , then, for all j, k ∈ N,

(a) Nk is a Nijenhuis operator on T and hence T
[
Nk

]
is a truss,

(b) T
[
Nk

][
N l

]
= T

[
Nk+l

]
,

(c) N l is a Nijenhuis operator on T
[
Nk

]
,

where Nk means the k-fold composition of N , and N0 = id.

Proof. To simplify the notation we will write ◦
k
for the product ◦Nk in T

[
Nk

]
. Obviously, ◦

0
= ·,

the original multiplication in T .
First, we prove that for all a, b ∈ T , k ∈ N,

Nk(a)N(b) =
[
N(Nk(a)b), Nk+1(ab), Nk(aN(b))

]
, (4.5a)

N(a)Nk(b) =
[
N(aNk(b)), Nk+1(ab), Nk(N(a)b)

]
, (4.5b)

Nk+1(ab) =
[
N(Nk(a)b), Nk(a)N(b), Nk(aN(b))

]
,

=
[
Nk(N(a)b), N(a)Nk(b), N

(
aNk(b)

)]
. (4.5c)

We will prove equality (4.5a) by induction. The equality (4.5b) can be proven symmetrically,
while (4.5c) is an equivalent restatement of (4.5a) and (4.5b); see Remark 2.3.

For k = 0, (4.5a) is automatically satisfied, while for k = 1 this is the definition of a Nijenhuis
operator. Assume that (4.5a) is true for k, then first, using the Nijenhuis condition and then
the inductive assumption, we obtain

Nk+1(a)N(b) = N
([
Nk+1(a)b,N(Nk(a)b), Nk(a)N(b)

])
= N

([
Nk+1(a)b,N(Nk(a)b), N(Nk(a)b), Nk+1(ab), Nk(aN(b))

])
=

[
Nk+2(a)b,Nk+2(ab), Nk+1(aN(b))

]
.
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The final equality follows by the Mal’cev identity (the cancellation rule in the heap operation)
and the fact that N is a heap homomorphism. Therefore, (4.5a) is true for all natural k by the
principle of mathematical induction.

Using equations (4.5), we can compute

N(a)◦
k
N(b) =

[
Nk+1(a)N(b), Nk(N(a)N(b)), N(a)Nk+1(b)

]
=

[
N(Nk+1(a)b), Nk+2(ab), Nk+1(aN(b)), Nk+1(aN(b)), Nk+2(ab)

Nk+1(N(a)b), N
(
aNk+1(b)

)
, Nk+2(ab), Nk+1(N(a)b)

]
=

[
N
(
Nk+1(a)b

)
, Nk+2(ab), N

(
aNk+1(b)

)]
= N(a ◦

k+1
b).

The penultimate equality follows by the cancellation rules for an abelian heap operation. The
last equality is a consequence of the fact that N is a heap homomorphism and the definition of
the Nijenhuis product. Starting with this, we can employ the inductive argument to prove that,
for all a, b ∈ T , k, l ∈ N,

N l(a ◦
k+l

b) = N l(a)◦
k
N l(b). (4.6)

In particular, the case k = 0 yields assertion (a).
The second assertion is also proved inductively on l. The inductive step is straightforward,

so only the case l = 1 needs to be proven. For all a, b ∈ T ,

[N(a)◦
k
b,N(a◦

k
b), a◦

k
N(b)] =

[
Nk+1(a)b,Nk(N(a)b), N(a)Nk(b), N(Nk(a)b)

Nk+1(ab), N(aNk(b)), Nk(a)N(b), Nk(aN(b)), aNk+1(b)
]
,

=
[
Nk+1(a)b,Nk+1(ab), Nk+1(ab), Nk+1(ab), aNk+1(b)

]
,

=
[
Nk+1(a)b,Nk+1(ab), aNk+1(b)

]
= a ◦

k+1
b.

The second equality follows by (4.5c). This completes the proof of statement (b). The last
assertion follows immediately from (b) and (4.6). ■

Following [8], we propose:

Definition 4.10. Nijenhuis operators N1, N2 on a truss T are said to be compatible if, for all
a, b ∈ T ,

N1(a)N2(b) = [N1(a ◦N2 b), N2(a)N1(b), N2(a ◦N1 b)].

Example 4.11. The identity operator id on T is compatible with any Nijenhuis operator on T .

The next statement is the truss version of [8, Theorems 3 and 4].

Theorem 4.12. Let T be a truss.

(1) If N1, N2, . . . , N2n+1 are pairwise compatible Nijenhuis operators on T , then

[N1, N2, . . . , N2n+1]

is a Nijenhuis operator on T .

(2) For all Nijenhuis operators N on T :

(a) the operators Nk and N l are compatible, for all k, l ∈ N,

(b)
[
Nk1 , Nk2 , . . . , Nk2n+1

]
is a Nijenhuis operator for all ki, n ∈ N.
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Proof. (1) We first note that, since the multiplication in the truss distributes over the heap
operation and abelian heaps satisfy the rearrangement rules described in Remark 2.2, for any
heap homomorphisms N1, N2, . . . , N2n+1 : T → T and all a, b ∈ T ,

a ◦[N1,N2,...,N2n+1] b = [a ◦N1 b, a ◦N2 b, . . . , a ◦N2n+1 b]. (4.7)

With (4.7) at hand, we can prove the statement by induction on n. For n = 1,

[N1, N2, N3](a) [N1, N2, N3](b) = [N1(a)N1(b), N1(a)N2(b), N1(a)N3(b), N2(a)N1(b),

N2(a)N2(b), N2(a)N3(b), N3(a)N1(b), N3(a)N2(b), N3(a)N3(b)]

= [N1(a ◦N1 b), N1(a ◦N2 b), N2(a)N1(b), N2(a ◦N1 b), N1(a ◦N3 b),

N3(a)N1(b), N3(a ◦N1 b), N2(a)N1(b), N2(a ◦N2 b), N2(a ◦N3 b),

N3(a)N2(b), N3(a ◦N2 b), N3(a)N1(b), N3(a)N2(b), N3(a ◦N3 b)]

= [N1(a ◦N1 b), N1(a ◦N2 b), N1(a ◦N3 b), N2(a ◦N1 b), N2(a ◦N2 b),

N2(a ◦N3 b), N3(a ◦N1 b), N3(a ◦N2 b), N3(a ◦N3 b)]

= [N1(a ◦[N1,N2,N3] b), N2(a ◦[N1,N2,N3] b), N3(a ◦[N1,N2,N3] b)]

= [N1, N2, N3](a ◦[N1,N2,N3] b),

where the definition of the heap bracket on operators and the truss distributive laws were used
to derive the first equality, next the pairwise compatibility was employed. The third equality
arises from the rearrangement and cancellation rules outlined in Remark 2.2, while the next
equality is a consequence of (4.7). Therefore, [N1, N2, N3] is a Nijenhuis operator as required.

Next assume that the statement is true for n = k − 1 and note that (4.7) together with
the rearrangement rules in Remark 2.2 imply that if N1, N2, . . . , N2k+1 are pairwise compatible
Nijenhuis operators then N2k and N2k+1 are compatible with N = [N1, N2, . . . , N2k−1]. Hence
[N,N2k, N2k+1] is a Nijenhuis operator by the same arguments as those used above to establish
the n = 1 case.

(2) Without any loss of generality, we may assume that k ≥ l. As in the proof of Theo-
rem 4.9, we will write ◦

k
for ◦Nk , etc. In view of Theorem 4.9 and the definition of the Nijenhuis

product ◦
k−l

, we can compute, for all a, b ∈ T ,

[
Nk(a◦

l
b), N l(a)Nk(b), N l(a◦

k
b)
]
=

[
Nk−l(N l(a)N l(b)), N l(a)Nk(b), N l(a) ◦

k−l
N l(b)

]
=

[
Nk−l

(
N l(a)N l(b)

)
, N l(a)Nk(b), Nk(a)N l(b), N l(a)Nk(b), N l(a)Nk(b)

]
= Nk(a)N l(b).

The last equality follows by the cancellation and rearrangement rules recalled in Remark 2.2.
This completes the proof of statement (a). Statement (b) then follows by assertion (1). ■

5 Affine Nijenhuis operators and
quantum bi-Hamiltonian systems

In this section, first we apply the above discussion to trusses and operators arising from asso-
ciative algebras and in this way extend the results of [8] from the case of linear to affine maps.
Next we construct an affine version of (weak) quantum bi-Hamiltonian systems. That is, we
construct an affine Lie bracket (in the sense of [11, Definition 1]) which can be represented as
the commutator of a deformed associative bi-affine product on an affine space.

An associative algebra A over a field F can be viewed as a truss with the original multiplication
of the heap structure arising from the additive group, that is, [a, b, c] = a − b + c. To indicate
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this ternary point of view we write T(A). From this perspective an affine map N : A → A
is a homomorphism of heaps that preserves affine or barycentric combinations, that is, for all
a, b, c ∈ A and λ ∈ F,

N(a− b+ c) = N(a)−N(b) +N(c), N((1− λ)a+ λb) = (1− λ)N(a) + λN(b). (5.1)

The set of all affine maps A → A is denoted by Aff(A). This is a truss with the product given
by composition and the heap operation defined pointwise. One easily checks that Aff(A) is an
affine space over the vector space of all linear endomorphisms of A with the operations defined
pointwise.

Definition 5.1. Let A be an associative algebra and let N ∈ Aff(A). If N is a Nijenhuis
operator on T(A) we refer to it as an affine Nijenhuis operator on A.

Although, given N ∈ Aff(A) and λ ∈ F, the function λN : A → A, a 7→ λN(a), is not an
affine map, it is still a homomorphism of heaps, i.e., the first of conditions (5.1) is satisfied.
Hence the following theorem can be stated.

Theorem 5.2. Let A be an associative F-algebra.

(1) If N is an affine Nijenhuis operator on A, then for all λ ∈ F, λN is a Nijenhuis operator
on T(A) compatible with N .

(2) If N1, . . . , Nn ∈ Aff(A) are pairwise compatible affine Nijenhuis operators on T(A), then,
for all λ1, . . . , λn ∈ F such that

∑n
i=1 λi = 1, N =

∑n
i=1 λiNi is an affine Nijenhuis

operator on A.

Proof. (1) First, note that for all a, b ∈ A,

a ◦λN b = λN(a)b− λN(ab) + aλN(b) = λa ◦N b. (5.2)

Hence, if N is a Nijenhuis operator on T(A), then

λN(a ◦λN b) = λ2N(a)N(b) = λN(a)λN(b)

as required. The compatibility property likewise follows by (5.2).
(2) The correspondence between Nijenhuis products in (5.2) implies that the Nijenhuis oper-

ators λiNi, i = 1, . . . n are pairwise compatible. Since
∑n

i=1 λi = 1,

N =
n∑

i=1

λiNi = N1 − λ2N1 + λ2N2 − λ3N1 + · · · − λnN1 + λnNn

= [N1, λ2N1, λ2N2, λ3N1, . . . , λnN1, λnNn],

and hence the affine map
∑n

i=1 λiNi is a Nijenhuis operator on T(A) and hence an affine Nijenhuis
operator on A by assertion (1) in Theorem 4.12. ■

Corollary 5.3. If P is a multiplicative idempotent in Aff(A), then for all α ∈ F, (1−α)P +α id
is an affine Nijenhuis operator.

Proof. This follows immediately from Theorem 5.2 and Example 4.11. ■

Let A be an affine space over an F-vector space A⃗. As explained for example in [4, Section 4]
or [7], the action + of A⃗ on A makes the latter an abelian heap with the operation given by, for
all a, b, c ∈ A,

[a, b, c] = a+
−→
bc, (5.3)
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where
−→
bc is the unique vector in A⃗ from b to c, i.e., such that c = b+

−→
bc. With this interpretation,

an affine map from B over B⃗ to A corresponds to a heap homomorphism f : A → B such that,
for all a, b ∈ A and λ ∈ F,

f
(
a+ λ

−→
ab
)
= f(a) + λ

−−−−−→
f(a)f(b). (5.4)

Any such map defines uniquely linear transformation f⃗ : A⃗ → B⃗ by
−→
ab 7→

−−−−−→
f(a)f(b). We refer to

it as a linearisation of f .
If A is a vector space, then it is an affine space over itself with the vector from a to b being

simply the difference b− a. The heap operation (5.3) coincides then with a− b+ c, while to be
affine map from A to A in the sense of (5.4) is equivalent to satisfying conditions (5.1).

Recall from [11, Definition 1] that a Lie bracket on an affine space A is an anti-symmetric
bi-affine map [−,−] : A×A → A⃗ satisfying the Jacobi identity

−−−−−→
[[a, b], c] +

−−−−−→
[[b, c], a] +

−−−−−→
[[c, a], b] = 0.

The arrows over the brackets indicate the linearisations of affine maps [−, b] : A → A⃗.
Let A be an affine space with a bi-affine associative multiplication · : A × A → A (we will

keep writing the dot between the elements of A in order to avoid the confusion with the end
points of the vector in A⃗). The fact that, for all a ∈ A, the function A → A, b 7→ a · b is an affine
map implies in particular that it is a heap homomorphism which is equivalent to say that the
multiplication left-distributes over the heap operation (5.3). Similarly, the heap homomorphism
property of maps b 7→ b · a yield the right truss distributive law. In short, A is a truss, which
might be called an affine truss or an associative affgebra – the term coined in [11].

Remark 5.4. In the same way as a truss can be embedded in a ring (see Remark 2.11) any
associative affgebra can be obtained as a coset in an associative algebra. Explicitly, given an
algebra A, an ideal I of A and an idempotent element q ∈ A, T (I; q) = q + I is an affine space

over I with
−−−−−−−−−−→
(q + x)(q + y) = y−x, to which the multiplication on A restricts as a bi-affine map.

With no additional effort, the notion of an affine Nijenhuis operation and the statement (2)
of Theorem 5.2 can be extended to affgebras.

Proposition 5.5. If N1, . . . , Nn ∈ Aff(A) are pairwise compatible affine Nijenhuis operators on
an associative F-affgebra A, then, for all λ1, . . . , λn ∈ F such that

∑n
i=1 λi = 1, N =

∑n
i=1 λiNi

is an affine Nijenhuis operator on A.

Example 5.6. Let A be an associative algebra, I be an ideal in A and q ∈ A and idempotent
element. Assume that I decomposes into a sum of two ideals in A, I = I1 ⊕ I2. Let Pi : I → Ii,
i = 1, 2 be corresponding projections, such that Pi(xq) = Pi(x)q and Pi(qx) = qPi(x), for all
x ∈ I, i = 1, 2. By [8, Theorem 5], for all λ1, λ2 ∈ F, λ1P1 + λ2P2 is a Nijenhuis operator on I,
in particular each of the Pi is a Nijenhuis operator. In view of Proposition 4.4,

N : T (q; I) → T (q; I), q + x 7→ q + λ1P1(x) + λ2P2(x)

is an Nijenhuis operator on T (q; I). On the other hand, N can be understood as an affine
combination of operators Ni(q + x) = q + Pi(x) and Q(q + x) = q as

N = (1− λ1 − λ2)Q+ λ1N1 + λ2N2.

For an explicit example, we can take the algebra R, its ideal I and an idempotent q described
in Example 4.5. Every element of I can be uniquely decomposed into the sum of an upper
triangular and strictly lower triangular matrix. If P− denotes the projection on the latter, for
all scalars λ1, λ2, we obtain the following affine Nijenhuis operator on T (I; q):

N(A(a,b, 1)) = A(λ1P+(a) + λ2P−(a), λ1b, 1).
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Any associative affgebra A admits a Lie bracket given by the linearised commutator, for all
a, b ∈ A,

[a, b] =
−−−−−−−−→
(b · a)(a · b). (5.5)

Indeed, [a, b] is clearly anti-symmetric, and, for all a, b, c ∈ A,

−−−−−→
[[a, b], c] + cycl. =

−−−−−−−−−−−→[−−−−−−−−→
(b · a)(a · b), c

]
+ cycl. = [a · b, c]− [b · a, c] + cycl.

=
−−−−−−−−−−−−→
(c · a · b)(a · b · c)−

−−−−−−−−−−−−→
(c · b · a)(b · a · c) + cycl. = 0.

In the case of the affgebra T (I; q) of Remark 5.4, the Lie bracket comes out as the translation
of the standard commutator, i.e., [q + x, q + y] = q + [x, y].

With all these preliminaries at hand we can state the following affine version of [8, Theorem 8].

Theorem 5.7. Let N be an affine Nijenhuis operator on an associative affgebra A. Let [−,−]
be the Lie bracket (5.5).

(1) The multiplication ◦N is a bi-affine operation, thus making A[N ] into an associative affge-
bra.

(2) The operation [−,−]N : A×A → A⃗ given by

[a, b]N := [N(a), b]− N⃗([a, b]) + [a,N(b)],

for all a, b ∈ A, is a Lie bracket on A such that

[a, b]N =
−−−−−−−−−−−→
(b ◦N a)(a ◦N b).

(3) For all a, b ∈ A,

N⃗([a, b]N ) = [N(a), N(b)].

Proof. First, note that in view of the definition of the heap operation (5.3), the Nijenhuis
product comes out as

a ◦N c = N(a) · c+
−−−−−−−−−−−−→
N(a · c)(a ·N(c)).

We will use repeatedly the following elementary facts from the theory of affine spaces. For all
points a, b, c, d ∈ A and all vectors v, w ∈ A⃗,

−−−−−−−−−−→
(a+ v)(b+ w) =

−→
ab − v + w,

−→
cd −

−→
ab =

−→
bd −−→ac. (5.6)

To check if ◦N is a bi-affine multiplication, take any a, b, c ∈ A and λ ∈ F, and using the facts
that N is an affine map, the multiplication · is bi-affine and (5.6) compute(

a+ λ
−→
ab
)
◦N c =

(
N(a) + λ

−−−−−−−→
N(a)N(b)

)
· c

+
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→
N
(
a · c+ λ

−−−−−−−→
(a · c)(b · c)

)(
(a+ λ

−→
ab) ·N(c)

)
= N(a) · c+ λ

−−−−−−−−−−−−−→
(N(a) · c)(N(b) · c)

+
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→(
N(a · c) + λ

−−−−−−−−−−−→
N(a · c)N(b · c)

)(
a ·N(c) + λ

−−−−−−−−−−−−−→
(a ·N(c))(b ·N(c))

)
= N(a) · c+ λ

−−−−−−−−−−−−−→
(N(a) · c)(N(b) · c) +

−−−−−−−−−−−−→
N(a · c)(a ·N(c))
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− λ
−−−−−−−−−−−→
N(a · c)N(b · c) + λ

−−−−−−−−−−−−−→
(a ·N(c))(b ·N(c))

= a ◦N c+ λ
(−−−−−−−−−−−−−→
(N(a) · c)(N(b) · c)−

−−−−−−−−−−−−→
N(a · c)(a ·N(c)) +

−−−−−−−−−−−−→
N(b · c)(b ·N(c))

)
= a ◦N c+ λ

−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→(
N(a) · c+

−−−−−−−−−−−−→
N(a · c)(a ·N(c))

)(
N(b) · c+

−−−−−−−−−−−−→
N(b · c)(b ·N(c))

)
= a ◦N c+ λ

−−−−−−−−−−−→
(a ◦N c)(b ◦N c)

as required. The second compatibility condition is proven in a symmetric way. Therefore,
A[N ] is an associative affgebra.

Using properties (5.6), we find, for all a, b ∈ A,

−−−−−−−−−−−→
(b ◦N a)(a ◦N b) =

−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→(
N(b) · a+

−−−−−−−−−−−−→
N(b · a)(b ·N(a))

)(
N(a) · b+

−−−−−−−−−−−−→
N(a · b)(a ·N(b))

)
=

−−−−−−−−−−−−−−→
(N(b) · a)(N(a) · b)−

−−−−−−−−−−−−→
N(b · a)(b ·N(a)) +

−−−−−−−−−−−−→
N(a · b)(a ·N(b))

=
−−−−−−−−−−−−−−→
(N(b) · a)(a ·N(b))−

−−−−−−−−−−−→
N(b · a)N(a · b) +

−−−−−−−−−−−−−−→
(b ·N(a))(N(a) · b)

= [N(a), b]− N⃗([a, b]) + [a,N(b)] = [a, b]N .

In view of the fact that the Nijenhuis product ◦N makes A an associative affgebra, this proves
both assertions in statement (2).

Finally, since N is an affine map and a Nijenhuis operator on A,

N⃗([a, b]N ) = N⃗
(−−−−−−−−−−−→
(b ◦N a)(a ◦N b)

)
=

−−−−−−−−−−−−−−→
N(b ◦N a)N(a ◦N b)

=
−−−−−−−−−−−−−−−−−−−−→
(N(b) ·N(a)) (N(a) ·N(b)) = [N(a), N(b)].

This completes the proof of the theorem. ■
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[6] Brzeziński T., Trusses: paragons, ideals and modules, J. Pure Appl. Algebra 224 (2020), 106258, 39 pages,
arXiv:1901.07033.
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