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§0 - INTRODUCTION

0.1. Let X be a complex manifold of dimension n and let W be a ho-
lonomic module over the ring (gk of differential operators on X .
Then the Rham complex DR() of ¥ has constructib}e shegves as
its cohomology groups, and its local index Z:(—1)1dim El(DR(QQ)X

at a point x can be expressed in terms of the characteristic cycle
Ch() of M (Kashiwara [3], Brylinski-Dubson-Kashiwara [1]). Recent-
ly Dubson [2] found a beautiful formula to describe this.

THEOREM -~ 1§ X {4 a compact complex manifold, we have
2. (-1 dim HY(X;DR(M) = (-1 Ch (@) . TYX .
Here the last term means the intersection number of two

n-cycles in "X .

0.2. The purpose of this lecture is to generalize his result to
the real case.

Let X be a real analytic manifold of dimension n and F
a constructible sheaf on X. First we shall define the characteris-
tic cycle §§(F) of F as a n_1wx-va1Ued n-cycle in T"X. Here wy de-
notes the orientation sheaf of X and 7 : T'X—X is the cotangent
bundle to X. In order to define this, we use the micro-local theory
of sheaves developped in Kashiwara-Schapira [4].

' Secondly we prove the index theorem.

THEOREM - Let F be a constructible sheaf, and @ : X—R a Cz—ﬁunc—
tion.. Set Yo = {d@(x) ; XEX}CT*X. We assume that {x €supp F;

@ (x) gt} 4{s compact for any t and that SSF(\ﬁPiA compact. Then
dim HJ(X;F) < o fon any j and we have

Tend am w o = (@2 85y

The proof uses the micro-local version of Mose's theory.
Similarly to the Morse function, we deform (p a little in a generic
position so that Y¢ intersects SSF transversally. Then we consider
HJ({X ; @(x) <t} ; F) and vary t . Then the cohomology groups
change at points t € q>(n(m?r\SSF)), and the obstruction can be cal-
culated locally and coincides with the intersection number of Y¢
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and Sﬁé(F) at p ESSFF\Y‘P with t =®w(p).

§1 - SUBANALYTIC CHAINS

1.1. For a topological manifold X, let us denote by wy the orien-
tation sheaf of X. If X is oriented then wy = Iy and this isomor-
phism changes the signature when we take the opposite orientation
of X.

1.2, If X is a differéntiable manifold of dimension n and if @ is
a nowhere vanishing n-form on X, then we shall denote by sgng the
section of Wy given by the orientation that 6 determines. Hence

we have

(1.2.1) sgnpe = sgnP sgné

where sgn® = *1 if +$> 0,

1.3. From now on, we assume that X is a real analytic manifold.

For an integer r, let us denote by Er(X) the set of pairs (Y,s)

of a subanalytic locally closed r-dimensional real analytic sub-
manifold Y of X and a section s of Wy« We define the equivalence
relation ~ on Er(X) as follows : (Y1,s1) N (Yz,sz) if and only if
there exists a subanalytic locally closed r-dimensional real ana-
lytic submanifold %_such that Y C.Y1f]Y2, 51]Y = SZIY and §G§E—EH =
Supp s, = supp s1r\Y.

We denote by Cr(X) the set of equivalence classes in Er(X)
and an equivalence class is called subanafytic Tr-chain. Remark that
its support is not assumed to be compact.

We can define the boundary operator

31 CL(0 —C, (X,
so that 93 = 0,

1.4. One can see easily that Cr : U F—>CT(U) is a fine sheaf on X
and we have the exact sequence

(1.4.1) 0 —> ty > C %C > ... = Cy—r0

This follows for example from the fact that any subanalytic
set admits a subanalytic triangulation.
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1.5. For a sheaf F on X, we set CT(F) = C.®F. By (1.4.1), wX®F
is quasi-isomorphic to the complex of soft sheaves

(1.5.1) _ Co(FY — € 1 (F) — ... — Co(F).

We set
(1.5.2) Cr(X;F) = P(X;Cr(F))
and call its elements F-vafued subanalytfic r-chains. We have iso-
morphisms

inf _

(1.5.3) HI™ (GF) gze Ho(CL(GF)) = HY T (GF®uy) .
(1.5.4) Ho (X;F) 43¢ H (T (X;C. (F))) = H’Cl'r(x;F®wx).

1.6. Assume further that F is locally constant. For a subanalytic
r-dimensional real analytic submanifold Y of X and for a section
s of FEDwY over Y, the pair (Y,s) determines an F-valued subanaly-

tic r-chain.
1.7. The following criterion for a chain to be a cycle is evident.

LEMMA 1.1 - Let a be a subanalytic r-chain, @ : X -—»R" be a neak
analytic map., We assume that

(£) Supp o —R" is a g§inite map,

({4i) Suppda —RY is an Lmmension,

{iid) the intensection number of o and ?_1(t) is constant in
teR" \@(Supp dad.

Then o 44 a cycle, L.e., 3a = 0.

§2 - SYMPLECTIC GEOMETRY

2.1. Let X be an n-dimensional real analytic manifold of dimension
n and 7 : T'X —X the cotangent bundle to X. Let ex denote the ca-
nonical 1-form on T*X. Then (dex)n is nowhere vanishing and this

gives the orientation of T*X.

2.2. Now, let Y be a real analytic submanifold of X. Let T;X be the
conormal bundle to Y. Then we have the canonical isomorphism
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(2.2.1) oprx ® T Tay Tyey -

Since the choice of signature is important in the future
arguments, we shall write this explicitely. Let (x1, e xn) be
a local coordinate system of X such that Y is given by Xy =
=X, = 0, and let (x1, cee s Xp £1, cee En) be the coordinates
of T*X such that ex = Z:Ej dxj. Then the section (-1)r sgn (dE1
dgr dxr+1 cen dxn) ® sgn (dx1 . dxn) of wT;X 69‘n'1wx doe§ not,

depend on the choice of coordinates and it determines the isomor-
phism (2.2.1).

2.3. Let A be a subanalytic conic locally closed Lagrangian sub-
variety of T®X such that the projection A —»X has a constant rank.
Then we have wAébﬂ—1wx = ZA. In fact, locally, A is an open subset
of T;X for a real analytic submanifold Y of X and we can apply 2.2.
Therefore A defines the ﬂ_1wx-vaIUed n-chain in T*X (see 1.6),
which we shall denote by [A].

§3 - CHARACTERISTIC CYCLE

3.1. Let us fix a commutative field k once for all, and vector
spaces mean vector spaces over k. Let X be a real analytic manifold
of dimension n. Let D(X) be the derived category of the abelian
category of sheaves of vector spaces on X.

An object F of D(X) is called constructible if the following
conditions are satisfied.
(3.1.1) HI(F) = 0 except for finitely many j's.
(3.1.2) There exists a subanalytic locally finite decomposition
X = L)Xa of X such that HJ(F)lX is a locally constant sheaf of

finite rank for any j and any a¥

We denote by DE(X) the full subtategory of D(X) consisting
of constructible complexes.

3.2. For the notion of micro-support and its properties, we refer
to [4]. We just mention the following properties.
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For F &€ Ob(D+(X)), we can define the micro-support SS(F) of
F as a closed conic subset of T*X. :

PROPOSITION 3.1 - Let F € 0b(D" (X)), @ a C'- function on X and Lot
ty £ty be two neal numbers. Assume that ¢ Supp F»R 44 propex
and that dP(x)4 SSF for any x € X with t; < P(x) < t,. Then the
nestriction homomorphism .

H ({5,00x) < t,15F) — W ({x;@(x)< t,3;F)
45 an Lsomorphism for any J.

2

PROPOSITION 3.2. - If F € Ob(DE(X)), then SSF is a closed subana-
Lytic Lagrangian subset of T*X.

3.3. A morphism u : F—F' in D+(X) is called an isomorphism at
P E T*X, if, for a distinguished triangle F-E;F'_,F".»F[1], we
have p é_SSF" . We denote by D+(X;p) the category obtained by lo-
calizing Dt (X) by the isomorphisms at p (see [41]).

In particular, if @ is a CT-function such that d@(n(p)) =1p
@(n(p)z = 0, then F — R F¢'J(R+)(F)ﬂ(p) is a functor frommD+(X;p).
Here R signifies the set of non-negative numbers.

PROPOSITION 3.3 - Let F € Ob(DE(X)) and Y a neal analytic submani-
goLd. 14§ SSF C T;X on a nedighborhood oﬁ;)&T?X, then we have

' F2?y, in D (X;p)
whene V is a bounded complex of finite-dimensional vector spaces
and Vy. is the constant sheaf on Y with V as fibexr.

3.4 Let F be an object of DE(X). Then A = SSF is a subanalytic
Lagrangian subvariety. Hence there exists a locally finite family
{Aa} of real analytic subsets of T*x satisfying the following con-

ditions.
(3.3.1) A, is subanalytic and connected,
(3.3.2) There exists a real analytic submanifold Y, of X such that

. ¥
A, is an open subset of TYaX'

(3.3.3) ACUT .
(3.3.4) A N IB=¢ if o #8 .

Then by proposition 3.3, for p € A there exists a bounded
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complex Va of finite-dimensional vector spaces such that F ¥ nga
in D+(X;p). Then X(Va) = 2:(-1)Jdim HJ(Vu) is locally constant in
p and hence determined by a. We set m, = X(Va)‘

DEFINITION 3.4 - We define the ni1mx—ua£ued n-chain §§(F) by
(3.3.5) SS(F) = %;]na[Aa]

It is almost obvious that this chain does not depend on the
choice of {Au}' We shall call this the characteadistic cycle of F.
Later we shall show that SS(F) is in fact an n-cycle.

§4. INDEX THEOREM

4,1, Let X be a real analytic manifold of dimension n. For a real
valued Cz—function ¢ on X we set
(4.1.1)  Ye = { dp(x) ; x€X } C T"X and
(4.1.2)  Y§ = {-d¢(x) ; x&X } C T*X.

Then Yeand Y% are isomorphic to X and hence we can regard
them as T wy-valued n-cycles in T"X.

4.2, Now, we state the following three main theorems, whose proof
is given in the next three sections.

THEOREM 4.1 - Fon F € Ob(D2(X)), SS5(F) 4s an n-cyeke, 4.c., aS§(F)

= 0.

THEOREM 4.2 - Let @ be a G- function and F € Ob (DD (X)).We assume
(4.2.1) For any t€R, {x€Supp F; P(x) <t } is compack.
(4.2.2) Yo M'SSF 4is compact.

Then, dim Hj(X;F) < @ for any j and we have

~

X(XF) gz 5 (-1 dim W E) = (0P@D/2 85(py Ly,

THEOREM 4.3 - Let @ and F be as in the preceding. We assume (4.2.1)
and the following condition.
(4.2.3) . Y?“,n SSF 45 compact.
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Then dim H%(X;F) < o fon any j and we have

X (5F) 43¢ ¥ 17 ain B (G F)

(c1)R@*1)/2

S5 (F) Y8
Remark that Theorem 4.1, n'1(wx) Gln_1(wx) 2 Iy and the

condition (4.2.2) or (4.2.3) permit us to define the intersection
~ ~
number SS(F).Y? or SS(F).Y$

§5 - PROOF OF MAIN THEOREMS (I)

5.1 We shall prove first the local version of Theorem 4.2 in a
generic case. Let F be an object of DE(X) , and we choose {Au}
and {Y_ } as in 3.4. Let Xo be a point of X and ¢ a c?
on X such that

(5.1.1)  @(xo0)
(5.1.2) dP(x.) € Aa and Y@ intersects transversally Aa at
P = dP(xe).

-function

PROPOSITION 5.1 - Unden these conditions we have

- (.yn@+1)/2 2%
x(mr?_1(R+)(F)xo) = (-1) (SS(F).Y(P)p

Here Zhe Lasit tenm means fthe intersection numbern of §§(F)
and Yo at p = dP(x.)

PROOF - We shall take a local coordinate system (x1 s s xn)
of X such that Y, is given by x; = ... = x,. = 0 and x. = 0.
Then we have

TP(TY X) = { (x,8) ; Xp = oo =X = £r+1 = .., = En }

and

- e .y 209
T,(Yg) = { (x,8) 5 &5 -% ;0% o (0) X

The transversality condition (5.1.2) implies that the Hessian

”’ ~(0))

matrix (ax is non-degenerate. Hence by Morse's

r<j,k<n

lemma, after a change of local coordinates, we may assume that
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(pIY = 2.a.x? for a; € RN\{0}

o j>rJJ
Let V be a bounded complex of vector spaces such that

KY in D+(X;p) . Then as stated in 3.3, we have
o .

(5.1.3)

-~

F

IRI;_P-1R+(F)X° = RQP-1R+(YYG)XO
Let us note the following lemma.

LEMMA 5.2 - Let Q(x) be a non-degenerate quadratic form on R"
q the number of negative eigenvalues of Q . Then for any vector
| spaces V , we have

B ®%;V )
T T®h R
| .
| = pJ (V Jdo =(V for j=q
| = 1 *
¢ ®) R { 0 for j#q

Hence we have, by denoting q = 3t {j; aj< 0} ,

Hk(IRI‘ (F)_ ) = nk

k-
(P-1R+ Xo’ —$;1R+(Y¥a)x° = H q(v)

Therefore we obtain
= - q = - q
(5.1.8) xR () ) = CDXW = D
On the other hand, we have

~ *
(SS(F).Y?)p = ma([TY X]'Y¢)P s

o

|

|

|

|

‘ and we can easily verify
* - (130 (n+1}/2 + q :

([TYGX].\QP)p (-1
\

This completes the proof of Proposition 5.1. Q.E.D.

5.2. Now we assume the condition (4.2.7) and the following condi-

tions

(5.2.1) " SSFN Yo CL) 2, |
(5.2.2) SSF and Y@ intersect transversally.

(5.2.3) :H:(SSF(\Y(P) < @

PROPOSITION 5.3 - Under these conditions we have dim Hk(X;F) <
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and

X(XF) = (-nR+1)/2 §§F.Y(P

PROOF - Set a, = {x;¢(x) <t} and
(Yo N SSF) = {t1, cee tN} with
to = - , tN+1 = o Qj = Qt. and
tion 3.1 , we have J

k . o gk .
H(Qj+1 ’F)_H(Qt’

Z
t
Z

t
1
j

= {x;¢(x) £t} , and
< e

F) for t.

Z¢

J+1

j

<tN.

We also set

Then by Proposi-

2t >ty

Taking the inductive limit with respect to t

(5.2.4) Gy, 5 B) 25k 5 B

J

and 0 < j

we obtain

Then by the following well-known lemma, we have

. k . k
dim H (Qj+1 ; F) = dim H (Zj ; F) < =

< N.

LEMMA - If K is a compact set and if U is an open neighborhood of
K , then the image of Hk(U;F)——+ Hk(K;F)

Since Q

is finite-dimensional.

Nl S X and Z, =@, (5.2.4) implies

N
(5.2.5) X(X;F) = Z1(xczj SF) - x(25 5F))
J=

Now we have a distinguished triangle

RT(Z.\ 9. ;RT F RT(Z. ;F RT(Q, ;F
(2N 95 3®Tyyq (F)) = RI(Z; 5F) —RI(8; 5P)

Hence we obtain

(5.2.6) x(Z: ;F) - X(Qj 3 F) = X('RF(ZJ-\ Q.

J

J

SRy o (F)))

J

By the definition of the micro-support, we have

C (YN SSF)

supp RTy, o (F)| _
05T ey
Hence we obtain

(5.2.7) RT(Z5\ 95 ; 'RTX\QJ. (F))

&b RFX\Qj(F)x"

x € T(YpN SSE)N ¢ (t5)

The identities (5.2.5), (5.2.6) and (5.2.7) imply
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X(GE) = ) xRTy. (F)x)
PL-ts

Thus Proposition 5.3 follows from Proposition 5.1, Q.E.D.

§6 - PROOF OF MAIN THEOREMS (II)

6.1. We shall prove Theorem 4.1. We give only an outline of the
proof.
Since gg(FQDk{O}) = §§(F)><T?6}R., it is sufficient to show that
gé(F) is a cycle outside the zero section.

The support of B = a§§(F) is an (n-1)-dimensional subanalytic
'subset contained in %JBAQ . Taking a smooth point p of supp BKI;X,
we shall derive the contradiction by the use of Lemma 1.1 and Pro-
position 5.3 .

6.2. Let 'us take a local coordinate system (x1, . ,xn) of X
such that p = (0,£,) and that the map (x,&)+—>& from T*X to
R gives a local embedding from supp 8 into R" and a finite map
from SSF into R" .
- Set @(x,y) = ’12 X
Then we have

2

*xy and @ (x) ¢ (x,y)

!‘ SSFOY(P Nix; |x|=e} =D for |y| £ ¢ and 0 < e<< 1
| N
|

Yy
Therefore, if |y|<< € and if ﬁp satisfies the conditions
| y
? (5.2.1) - (5.2.3), then we have, by Proposition 5.3
x({x'; |x|< €}; F) = (—1)’1(”1)/2 SNS(F).Y

In particular, SS(F).x? does not depend on y .
y

The relation & = gradx({’y = X +y gives the projection

g : T'X— R" by g(x,8) = £ - x . Since g°1(y) = Y¢ R
| g'1(y).SS(F) is constant in y . Y

B ~o
Therefore #e can apply Lemma 1.1 to see 3SS(F) = 0
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§7 - PROOF OF MAIN THEOREMS (III)
7.1. In order to prove Theorem 4.2, we shall note the following

LEMMA 7.1. (i) Let A be an n-dimensional subanalytic conic neal
analytic submanifold of T™X. Then {G; Yo and A intensect trhans-
versally }-is dense in the space C(X) of C -functions on X with
nespect to the Cz—topoﬂogy.

(ii) Let Z be an (n-1)-dimensdional subanalytic conic subset
0f T*X. Then {@; Y@{1Z==¢} is a dense subset of C(X)

They can be shown by using Baire's category theorem similar-
ly to the proof of the existence theorem of Morse's function.

Let ¢ and F satisfy the conditions in Theorem 4.2. Then
there exists a function (' close to ¢ which satisfies the con-
ditions (5.2.1) - (5.2.3). Hence Proposition 5.3 can be applied to

. ~o
see x(XGF) = (-n)h@*1)/2 S8 (F) .Y
Since Y¢ and Y?, are homotopic, we have

~ ~
SS(F).Ye = SS(F).Y,,
This shows Theorem 4.2.
7.2. Theorem 4.3 can be proven in a similar argument or by re-
ducing to Theorem 4.2 by the use of the Poincaré duality and. the

following proposition, which can be shown easily.

PROPOSITION 7.2 - For F € Ob(DE(X)) ,we have
55 ®Mom, (F,ky)) = a*(ES(F)

whene a 448 the antipodal map of ™*X .

§8 - APPLICATIONS

8.1. The following theorem follows immediately from Theorem 4.2.
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THEOREM 8.1 - Let X be a compact complex manifold, and F € Ob(DE(X)l

Th -
- X(X;F) = (-nr@*r1)/2 SS(F).T;‘(X )

8.2. When X 1is a complex manifold and MM is a holonomic module
over the ring ‘QX of differential operators. Then SS(DR(®)) coin-
cides with the characteristic variety Ch(M) of 7 and SS (DR (M)
coincides with the characteristic cycle Ch() of Mg . Hence the
results in this paper can be easily applied to holonomic modules.

8.3. Let P be a real -valued real analytic function defined on
X and xo & X .
(8.3.1) @) >0 for x € XN\{xo}

LEMMA 8.2, For any subanalytic closed conic Lagrangdian set A ,
d?(x0) 48 an isolated point of AN Y? .

PROOF - Otherwise there exists a real analytic path x = x(t) such
that x(0) = xo ; x(t) # xo for t # 0 and de(x(t)) € A . Since
A is Lagrangian, 6 = d@(x(t)) = 0 . Hence ¢(x(t)) is a constant
function, ‘which is a contradiction. Q.E.D.

Along with this lemma, the following theorem follows immedia-
tely from Theorems 8.2 and 8.3.

THEOREM 8.3 - Let F € Ob(D2(X)) and et G satisfy (8.3.1). Then
we have
(8.3.1) x(Fe ) = (0D (SEmy vy,

n(n+1)/2

(8.3.2) XRI (3 (GE)) = (-1) (SS(F).Y§)

Here (.) means the internsection number of two cycles at

Xo € T;X_ TxcT™X .

8.4. A Z-valued function @ on X 1is called constructible if
there exists a subanalytic stratification X = Lan of X such
that Q]X is constant. We define the ﬂ-1wx-valued n-cycle

o

(8.4.1) c(p) = Z“P(XOL)S'E(QX)
a o
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Then it is immediate that this does not depend on the choice
of stratification.

Let us denote by C(X) the space of Z-valued constructible
functions on X . Let K(DE(X)) be the additive group generated
by Ob(D2(X)) with the relation

[F1 = [F'] + [F'']
for distinguished triangles F'— F — F''— F'[1]
For F €& Ob(DE(X) we define the constructible function

x(F) by X 2x h—»X(Fx) . Then this passes through the quotient
and we obtain the commutative diagram

k(D2 (X)) —X > C(X)

(8.4.2) §§\\\ ,4(

Here Zn(T*X ; ﬁ_1wx) denotes the space of n-1wx—va1ued

subanalytic n-cycles.

EXAMPLE 8.5.

(i) Let Y be a closed r-codimensional submanifold of X
and Xy the characteristic function of Y . Then

clxy) = [TyXI

(ii) Set X =R , Z,_ = {x ; #tx >0} , Z, = {0}

We define the 1—cycies Oy and B, by
L = 1(x,8) 5 ¢
B, = {(x,8 ; x

¢

0, #x > 0} with sgn dx ® sgn dx ,

0, *£€ > 0} with sgn df & sgn dx .

Then we have

C(XZ)=0’-++B_ ’
+
c(xZ ) = a + g, and
c(xzo) = - B,- B_
(iii) Set X = R" ,» q(x) = x% - x% © e - xi (n>2),
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dx' = dle\ ... Nax

Z, {x€X ; qx
{x€X ; gx

Zo

and U = Int Z
€ €

We define the n-cycles in

¢

>

n
) =0, tx130},
) £0},

(e= =, 0)
"X by

{(x,8) ; x€U _,t = 0} with sgn dx®sgn dx ,

13
Be= {(x,8) ; x = O,E_',eUe} with sgn dE®sgn dx ,
for €=+ , 0 , and
Ye‘,% = {(x,8) ; x4 >0, g&, >0, Ej/xj = -&,/x4
for j 22, q(x) = 0}
with sgn(d€1Adx')®sgn dx , for g ,§ = 1,
Then we have
clxz) = oy - Yyt (78,
C(XUt) oty B,
C(XZ,,) B P R B, B_ and
Clxy,) = @ * ¥, * Y. - ()T B, - ()8
§9 - VARIATIONS OF MAIN THEOREMS
9.1. Let f be a real analytic function on X . We define, for
Fe ob(D(X)) ,
(9.1.1) g (F) = RIg=1 ety (B) | =1 4y
Let F eOb(DE(X)) and § an open subset of f'1(0)

We assume

(9.1.2) Q Nsupp F is relatively compact.

(9.1.3) sSEQY.Nn ') = &

Then we have the followin

g

THEOREM 9.1 - Under these conditions we have dim Hk(Q ; uf(F)) <
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d
- X195 ug®) = PO/ (e gy v, 0 g

This theorem can be shown by deforming f to a generic
position with respect to SSF .

9.2. Let F and F' be two objects of D (X) and ¢ a C1—func-
tion on T*x . We assume the following

(9.2.1) 9= {pe X ; ; @lp) < 0} is relatively compact in T*x .
(9.2.2) Cp (SS(F'),S5(F)) 5 -Hg(p) for any p e q>

Here C means the normal cone (see [41), and H¢ means
the Hamiltonian vector field of @ . We set

SS(F) € = e~ EHop(sspy

and  S§(F) €= " ©HoS3p)

Then (8.6.2) implies for 0 < g << 1
SS(F) "Nay N (SSEYN 9) =@ .

THEOREM 9.2 - Unden these conditions we have

dim Hk(Q ; uhom(F,F'))
d ~F 7~
an X(2 5 whom(E,F')) = (-1)"™D/2 5y ~ay. (§E ) A

For the definition of vhom , we refer to [4] . This theorem
can be shown by reducing to Theorem 9.1 with the aid of contact
transformations.

If we assume instead of (9.2.2)

(9:2.3)  C,(SS(F'),SSF) D He(p) for any p € ¢ (0)

Then we have

THEOREM 9.3 - Undex (9.2.1) and (9.2.3) we have
dim Hlé(ﬂ 5 whom(F,E')) < e
and ~ A~ _

Xc (@ 5 whom (F,EN)) = (-1 /2 (& ey 0y (5 ry fna.

Remark that if we take as F the constant sheaf kX » then
we can recover Theorems 4.2 and 4.3,
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Corrections to "Microlocal study of Sheaves", M.Kashiwara,P.Schapira.
Astérisque 128, 1985,

1)p.48 ,1.-6 ; p.85,1.-8,-9 ; p.86, 1.-2 ; p.191, 1.-8,-5
read "... Em!_Z_T;X"

2)p.40,1.-3 : p.47, 1.-9 i
read "... convex proper cone of..."

3)p.40, 1.-2 : read ".RI(Int(a°%),F )..."

4)p.47,1.-6 : read "...nNn Int z°%, ., .v

5)p.189,1.4 : read "... is punctually endowed..."

6)p.119,1. 4, 1.6 : read " a3 " , " a Cz—function"
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