An Introduction to Error Correcting Codes

Exercise 1.
Is the following binary code of length 4 linear?

o - (0,0,0,0),(1,1,0,0),(1,0,1,0),(1,0,0,1),
N (0,1,1,0),(0,1,0,1),(0,0,1,1),(1,1,1,1)

What is the minimal Hamming distance of C?

Exercise 2.
Let C be the linear binary code with generating matrix

1 0 01 01
01 0 1 1 1
0 01 0 1 1

Determine a parity check matrix and the minimal Hamming distance

of C.

Exercise 3.
Let C' be a linear binary (n,k,d) code. Prove the following bound for
the minimal Hamming distance d, known as the Plotkin bound

k-1
g<
= ok

Hint. Estimate the sum of Hamming weights > w(c) over all code words
c € C in two different ways. First show that at most 2¥~! code words
in C' may have a non-zero ith entry for any ¢ and conclude that > w(c)
is at most n - 2°71. On the other hand, the fact that w(c) > d for any
c € C\ {0} gives a lower bound for ) w(c).
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