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1. Introduction

“Fractal” is a word invented by French mathematician B.B. Mandelbrot around
1970s. He claimed that many patterns of Nature, such as clouds, mountains and
coastlines are not lines nor circles which are smooth, but are so irregular, frag-
mented and exhibit an altogether different level of complexity. From this view-
point, he called the family of those shapes as fractals. Especially, he made special
attention to the self-similar property, i.e. similarity between global parts and local
parts, of fractals. Around the same time, mathematical physicists began to anal-
yse properties of disordered media such as the structure of polymers and networks,
growth of molds and crystals, using some self-similar properties of the media (see,
for instance, [30, 31]).

Motivated by these works, mathematicians got interested in the analytical prop-
erties of fractals such as heat transfer and wave transfer. Fractals are typical ideal
examples of the disordered media. Since there is no smoothness on fractals, one
cannot define the notion of differentials directly. So the biggest problem was how
to treat such physical phenomena in a rigorous way. In the middle eighties, proba-
bilists solved the problem by constructing a diffusion process on the Sierpinski gas-
ket, which is a typical fractal. The first works are by Goldstein ([21]) and Kusuoka
([50]); Barlow-Perkins ([11]) further obtained detailed heat kernel estimates of the
diffusion which we will discuss in more details later. After that, Kigami ([41]) con-
structed a Laplace operator on the gasket as a limit of difference operators. This
analytical approach motivated a work by Fukushima-Shima ([18]), which made it
clear that the theory of Dirichlet forms was well-applicable to this area.

Since then, for the last several decades, diffusion processes (and the correspond-
ing self-adjoint operators) have been constructed on various classes of fractals and
their properties have been deeply studied. It is now getting clear that the diffusions
on fractals have completely different properties from diffusions on Euclidean spaces.
For instance, it is understood that such processes typically have sub-diffusive be-
haviour and heat kernels for Brownian motion on ‘nice’ fractals enjoy sub-Gaussian
estimates (see (2.2)). Through substantial amount of work, stochastic processes on
fractals have been related to various other fields. Recently, there are new develop-
ments of this area, namely to aim for analysis on “fractal-like spaces” instead of
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Figure 1. 2-dimensional Sierpinski gasket (left) and Sierpinski
carpet (right)

working only on “ideal fractals”. More concretely, the following two directions of
research are getting active:

• Stability of parabolic Harnack inequalities and heat kernel estimates
• Function spaces and stochastic processes on fractals

In this article, we will restrict ourselves to the Sierpinski gasket and overview what
is known for Brownian motion (the Laplace operator) on the gasket. We will then
introduce recent developments of analysis on fractals, based on the two directions
(especially the first one) mentioned above. For analysis on general finitely ramified
fractals1 which include the Sierpinski gasket as a typical example, there are nice
lecture notes and a book [3, 38, 48], see also surveys [40, 45, 53, 64]. For
analysis on infinitely ramified fractals2 which include the Sierpinski carpet (the
right of Figure 1) as a typical example, readers may refer [5, 6, 12, 61]. For
analysis on random recursive fractals, [26] is a good survey.

2. Brownian motion on the Sierpinski gasket

Let a, b, c be the vertices of an equilateral triangle in R
2, and set F1(x) =

(x− a)/2 + a, F2(x) = (x− b)/2 + b and F3(x) = (x− c)/2 + c. Then, there exists
unique non-void compact set which satisfies K = F1(K)∪F2(K)∪F3(K); we call K

the 2-dimensional Sierpinski gasket (we will abbreviate it as S.G.). On R
N , we can

define K similarly from the family of (N +1)-th contraction maps with contraction
rate 1/2. (For N = 1, K is a line segment [a, b].) The Hausdorff dimension of the
S.G. is d = log(N + 1)/ log 2. By a parallel transfer, we can let a = (0, 0). Define

the non-compact set K̂ which corresponds to K as K̂ = ∪∞
n=02

nK.
We first give an overview of the construction of Brownian motion on the S.G..

Let

V0 = {a, b, c}, Vm =

3
⋃

i1,··· ,im=1

Fi1 ◦ · · · ◦ Fim(V0)

The closure of ∪m≥0Vm is the S.G.. Let {Xm(i)}i be the simple random walk on
Vm. That is, it is a random walk such that Xm(i + 1) is in one of the adjacent
neighbours of Xm(i) (i.e. points in the same small triangles as those Xm(i) belongs

1self-similar sets that can be disconnected by removing a specific finite number of points
2fractals that are not finitely ramified
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to) with equal probabilities. Xm moves distance 2−m per second, so if we take
m → ∞, then Xm(i) → 0. In other word, the limit process does not move from
the origin. Therefore, we must speed up the random walks. In order to obtain a
non-trivial limit, the time scale for each step should be the average time for the
random walk on Vm+1 starting from a point in Vm to arrive at one of the points
in Vm except the starting point. By the self-similarity and symmetry of K, this
average time is independent of m and it is equal to the average time for the random
walk on V1 starting from a to arrive at either b or c. By a simple calculation, this
value turns out to be 5. (For the case of [0, 1], it is 4. For the N -dimensional S.G.,
it is N +3.) Now, let Xm([5mt]). Then, we can prove that the process converges to
a non-trivial diffusion on K as m → ∞, which is called a Brownian motion on K. It
is known that any self-similar diffusion process on K whose law is invariant under
local translations and reflections of each small triangle is a constant time change
of this diffusion ([11]). This guarantees that the diffusion is the most natural one
on the S.G., so it is worth to be called as Brownian motion. One can construct
Brownian motion on K̂ in a similar way.

The corresponding Laplace operator ∆ is defined as follows. When f is in a
suitable function space,

(2.1) ∆f(x) = lim
m→∞

5m
(

∑

x
m
∼xi

f(xi) − 4f(x)
)

, x ∈ ∪m≥0Vm \ V0.

Here x
m
∼ y means that x and y are adjacent in Vm. For the case of [0, 1], the

approximation which corresponds to (2.1) is ∆f(x) = limm→∞ 22m(f(x + 2−m) +
f(x−2−m)−2f(x)) for f ∈ C2([0, 1]). Here the square appears because the Laplace
operator on [0, 1] is the second order differential operator. Set dw = log 5/ log 2 for
the S.G. case, then 5 = 2dw . So, naively the Laplace operator on the S.G. is a
“differential operator of order dw”.

It is well-known that there is a one to one correspondence between symmetric
diffusion processes and the self adjoint operators which are generators of them. It is
also well-known that they have a one to one correspondence to some quadratic forms
called Dirichlet forms (for the Laplace operator on R

n, it is
∫

R
n |∇f |2dx), see [17].

So, investigating the properties of the self-adjoint operators means investigating the
properties of the corresponding diffusions and Dirichlet forms. Here we have given
an overview of the construction of Brownian motion since it is intuitively easier, but
practically constructing Dirichlet forms is the most systematical way to construct
diffusions (self-adjoint operators) on fractals.

In the following, we will introduce typical properties of Brownian motion on
the S.G..
Domains of the Dirichlet forms For 1 ≤ p < ∞, 1 ≤ q ≤ ∞, β ≥ 0 and m ∈ N∪{0},
set

am(β, f) := Lmβ(Lmd

∫ ∫

|x−y|<c0L−m

|f(x)− f(y)|pdµ(x)dµ(y))1/p , f ∈ L
p(K, µ),

where 1 < L, 0 < c0 and d is the Hausdorff dimension of K. Define a Lipschitz space

Lip(β, p, q)(K) as a set of f ∈ L
p(K, µ) such that ā(β, f) := {am(β, f)}∞m=0 ∈ lq.

Lip(β, p, q)(K) is a Banach space with the norm ‖f‖Lip := ‖f‖L
p + ‖ā(β, f)‖lq .

β is an exponent which gives the “smoothness order” of the functions. We are
interested in p = 2. When K = R

n, Lip(β, 2, q)(Rn) = B2,q
β (Rn) if 0 < β < 1, = {0}
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if β > 1. Here B2,q
β (Rn) is the Besov space on R

n. When β = 1, Lip(1, 2,∞)(Rn) =

W 1,2(Rn), i.e. the Sobolev space, and Lip(1, 2, 2)(Rn) = {0}.

Theorem 2.1. ([34, 44]) Let (E ,F) be the Dirichlet form on the S.G.. Then,

F = Lip(
dw

2
, 2,∞)(K).

Here dw = log 5/ log 2 (log(N + 3)/ log 2 for the N -dimensional S.G.). Since
Lip(1, 2,∞)(Rn) is the domain of the Dirichlet form on R

n determined by the second
order differential operator, this theorem supports that the Laplace operators on
fractals are “differential operators of order dw”.
Sub-Gaussian heat kernel estimates and the parabolic Harnack inequality
For Brownian motion on the S.G., there exists a continuous heat kernel pt(·, ·) w.r.t.
the Hausdorff measure. It is a fundamental solution of the heat equation, i.e. the
following holds,

∂pt(x, ·)

∂t
= ∆pt(x, ·), lim

t→0
pt(x, ·) = δx(·).

Here δx is the Dirac delta function with mass at x. For the case of Brownian
motion on R

n, pt(x, y) is the Gauss-kernel 1
(2πt)n/2 exp(−|x − y|2/(2t)). For the

Brownian motion on S.G., it is known that pt(x, y) enjoys the following estimates

for 0 < t ≤ 1, x, y ∈ K (resp. t > 0, x, y ∈ K̂) – see [11].

c1t
−ds/2 exp

(

− c2

(d(x, y)dw

t

)1/(dw−1))

≤ pt(x, y)

≤ c3t
−ds/2 exp

(

− c4

(d(x, y)dw

t

)1/(dw−1))

.(2.2)

Here d(x, y) is the shortest distance between x and y in K̂ (in this case it is equiv-
alent to the Euclidean distance). dw expresses the order of the diffusion speed of
particles. Indeed, by integrating (2.2), we have c5t

1/dw ≤ Ex[d(x, Xt)] ≤ c6t
1/dw .

As dw > 2, we say the process is sub-diffusive. This diffusion does not have the
finite quadratic variation, so it is not a semi-martingale. ds = 2 log 3/ log 5 is called
a spectral dimension (we will explain more about this exponent later).

(2.2) is a very useful estimate. Various properties of Brownian motion such
as laws of the iterated logarithm can be deduced from this estimate. Concerning
the properties of harmonic functions, the following (generalized) parabolic Harnack
inequality can be obtained from (2.2).

Theorem 2.2. For s, r ∈ (0, 1], x0 ∈ K (resp. s, r ∈ (0,∞), x0 ∈ K̂), set

Q− = (s + rdw , s + 2rdw) × B(x0, r), Q+ = (s + 3rdw , s + 4rdw) × B(x0, r).

There exists c1 > 0 such that, for any s, r ∈ (0, 1], x0 ∈ K (resp. s, r ∈ (0,∞), x0 ∈

K̂), if u is a non-negative function on (s, s+4rdw)×B(x0, 2r) with ∂u
∂t = ∆u, then

sup
(t,x)∈Q−

u(t, x) ≤ c1 inf
(t,x)∈Q+

u(t, x). (PHI(dw))

Once we have (2.2), (PHI(dw)) can be deduced through well-known arguments
(see, for instance, [16]). In fact, they are equivalent as we will see in Section 3.
Short time asymptotics of the heat kernels and large deviations Let t0 = 21−dw =
2/5. For each z ∈ [t0, 1), let εn,z = tn0 z. Then the following holds ([46]):

− lim
n→∞

ε
1

dw−1

n,z log pεn,z(x, y) = d(x, y)
dw

dw−1 F
( z

d(x, y)

)

, ∀x, y ∈ K.
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Here F is a periodic non-constant positive continuous function with period t−1
0 .

Let P x
ε be the law of Bε· starting at x. For each z ∈ [t0, 1), A ⊂ Ωx := {f ∈

C([0, T ] → K : f(0) = x},

− inf
φ∈IntA

Iz
x(φ) ≤ lim inf

n→∞
ε1/(dw−1)
n,z log P x

εn,z
(A)

≤ lim sup
n→∞

ε1/(dw−1)
n,z log P x

εn,z
(A) ≤ − inf

φ∈ClA
Iz
x(φ),(2.3)

([13]). Here {Iz
x}z∈[t0,1) is a sequence of rate functions defined as follows for each

φ ∈ Ωx,

Iz
x(φ) =







∫ T

0

(

φ̇(t)
)dw/(dw−1)

F
( z

φ̇(t)

)

dt if φ is absolutely continuous,

∞ otherwise,

where F is the same periodic function as above and φ̇(t) := lims→t
d(φ(s),φ(t))

|s−t| for

t ∈ [0, T ]. For the case of Brownian motion on R
n, F is a constant function

and (2.3) holds independently of z with dw = 2 (especially, Iz
x is independent of

z and Ix(φ) := 1
2

∫ T

0
φ̇(t)2dt). This fact is called the Schilder-type large deviation

principle. (2.3) tells us that the classical Schilder-type large deviation does not hold
when ε → 0. Instead, for each fixed z, it holds via the sequence εn,z as n → ∞.

When A = {f ∈ Ωx : f(T ) = y}, inf{Iz
x(φ) : φ ∈ A} is attained independently

of z by the path(s) which moves on the geodesic(s) between x and y homogeneously.
Thus “the most probable path” should be this path, but the energy (action func-
tional) of the path depends on time sequences determined by z.
Spectral properties Let ∆ be the Laplace operator on K. It is known that −∆ has
a compact resolvent. Set ρ(x) = ]{λ ≤ x : λ is an eigenvalue of −∆}. Then the
following holds ([18]).

(2.4) 0 < lim inf
x→∞

ρ(x)

xds/2
< lim sup

x→∞

ρ(x)

xds/2
< ∞.

ds is the spectral dimension mentioned above. Remark that on (2.4), the limit
supremum and the limit infimum do not coincide. This is because there exist
‘many’ localized eigenfunctions that produce eigenvalues with high multiplicities
([9]). Here, a localized eigenfunction is an eigenfunction u of −∆ such that Supp u ⊂
O on some open set O ⊂ K \ V0. For the case of the Laplace operator on [0, 1]n, it
is well-known that ds = n and the limit supremum and the limit infimum in (2.4)
coincides. There is no localized eigenfunctions in this case.

For the N -dimensional S.G., the Hausdorff dimension is log(N +1)/ log 2 which
can be any large number as N increases, but the spectral dimension is 2 log(N +
1)/ log(N +3) which is less than 2 (so, Brownian motion is always point recurrent).
In other word, the N -dimensional S.G. is analytically less than 2-dimensional due
to the finite ramified property.

Let ∆̂ be the Laplace operator on K̂. Eigenfunctions with compact supports
are complete in L

2(K̂, µ̂); especially ∆̂ on K̂ consists only on point spectra ([66]).
Energy measure By the general theory of Dirichlet forms (cf. [17]), for each f ∈ F ,
there is a uniquely determined Borel measure µ<f> on K (called an energy measure)
satisfying

∫

K

gdµ<f> = 2E(f, fg) − E(f2, g), ∀g ∈ F .
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For the case of the Dirichlet form on R
n which corresponds to Brownian motion,

the energy measure is dµ<f> = |∇f |2dm (m is the Lebesgue measure), so it is
absolutely continuous w.r.t. the Lebesgue measure. On the other hand, the signed
measure µ<f> on the S.G. is mutually singular to the Hausdorff measure ([32, 49]).
By this fact, we can observe that the well-known perturbation method for heat
kernel estimates (sometimes called the Davies method) does not work on S.G..
(2.2) is established using probabilistic methods.
Homogenization Let ΓS.G. = ∪n≥02

nVn (cf. the left of Figure 2) be the S.G. graph
and put conductances randomly on each edge of triangles in ΓS.G.. We assume
that the conductances are i.i.d. on each triangle and they are bounded from above
and below by some positive constants (this corresponds to the uniform elliptic
condition). Let ν be a probability measure which governs the randomness of con-
ductances. Define Y ω(n) as the corresponding Markov chain. We have

2−nY ω([5nt])
n→∞
−→ Bct in law

where {Bt} is the Brownian motion on the S.G. ([47]). The convergence is in
probability w.r.t. ν. In a word, the long time behaviour of the random walk on the
S.G. graph with random environments converges to that of the Brownian motion
on S.G. by homogenization. There is a naturally defined renormalization map, and
the key part for this homogenization problem is to study the renormalization map
in details ([62, 57]).

3. Stability of parabolic Harnack inequalities and heat kernel estimates

In this section, we will focus on (2.2), which is equivalent to (PHI(dw)) as we
will see below. Estimates like (2.2) and (PHI(dw)) are extremely powerful and
important properties in the harmonic analysis. Indeed, one can deduce from them
the elliptic Harnack inequality, and in particular (when the diameter of the space
is infinite), one can deduce the Liouville property of harmonic functions that says
positive harmonic functions on the space are constants. Here is a naive question: Is
(2.2) stable under perturbations of the operator? For the dw > 2 case, the answer
was given quite recently.

Let us first briefly overview the history for the case of dw = 2. For any di-
vergence operator L =

∑n
i,j=1

∂
∂xi

(aij(x) ∂
∂xj

) on R
n satisfying a uniform elliptic

condition, Aronson ([1]) proved (2.2) with ds = n and dw = 2 (so (2.2) is some-
times called the Aronson-type estimate). Later in the 20th century, there were
various outstanding results in the field of global analysis on manifolds. Let ∆ be
the Laplace-Beltrami operator on a complete Riemannian manifold M with the
Riemannian metric d and with the Riemannian measure µ. Li-Yau ([54]) proved
the remarkable fact that if M has non-negative Ricci curvature, then the heat kernel
pt(x, y) satisfies

(3.1) c1Φ(x, c2d(x, y), t) ≤ pt(x, y) ≤ c3Φ(x, c4d(x, y), t),

where Φ(x, r, t) = µ(B(x, t1/2))−1 exp(−r2/t). A few years later, Grigor’yan ([23])
and Saloff-Coste ([63]) elegantly refined the result and proved, in conjunction with
the results by Fabes-Stroock ([16]) and Kusuoka-Stroock ([51]), that (3.1) is equiv-
alent to a volume doubling condition (VD) plus Poincaré inequalities (PI(2)) –see
Definition 3.1 for definitions in the graph setting. The results were then extended to
the framework of Dirichlet forms and graphs (see, for instance, [15, 65]). Detailed
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heat kernel estimates are strongly related to the control of harmonic functions. The
origin of ideas and techniques used in this field goes back to Nash ([60]), Moser
([58, 59]) and there are many other significant works in this area. Summarizing,
the following equivalence holds.

(3.2) (V D) + (PI(2)) ⇔ (PHI(2)) ⇔ (3.1).

An important corollary of this fact is, since (VD) and (PI(2)) are stable under
certain perturbations of the operator, that (3.1) and (PHI(2)) are also stable under
these perturbations.

Now let us discuss about the extension of (3.2) to the dw > 2 case. For
simplicity, we will discuss on graphs. Let G be an infinite connected locally finite
graph. Assume that the graph G is endowed with a weight (conductance) µxy,
which is a symmetric nonnegative function on G×G such that µxy > 0 if and only
if x and y are connected by a bond (in which case we write x ∼ y). We call the
pair (G, µ) a weighted graph. We can regard it as an electrical network. We define
a quadratic form on (G, µ) as follows. Set

E(f, g) =
1

2

∑

x,y∈G
x∼y

(f(x) − f(y))(g(x) − g(y))µxy, ∀f, g ∈ R
G.

We say (G, µ′) is a bounded perturbation of (G, µ) if c1µxy ≤ µ′
xy ≤ c2µxy for all

x ∼ y.
For each x ∈ G, let µx =

∑

y∈G µxy and for each A ⊂ G, set µ(A) =
∑

x∈A µx;

µ is then a measure on G. Let {Xn}n≥0 be a discrete time Markov chain which
moves at unit time intervals to any vertex y in the neighbourhood of x with prob-
abilities given by pxy := µxy/µx. The heat kernel of {Xn}n can be written as
pn(x, y) := P

x(Xn = y)/µy. Clearly, pn(x, y) = pn(y, x). The discrete Laplace
operator corresponding to the Markov chain is

Lf(x) =
∑

y∈G
y∼x

P (x, y)f(y) − f(x) =
1

µx

∑

y∈G
y∼x

(

f(y) − f(x)
)

µxy.

The natural metric on the graph obtained by counting the number of steps in the
shortest path between points is written d(x, y) for x, y ∈ G. For x ∈ G and r ≥ 0,
denote B(x, r) = {y ∈ G : d(x, y) ≤ r}, V (x, r) = µ(B(x, r)).

Definition 3.1. Let (G, µ) be a weighted graph and let β > 0.
(1) We say (G, µ) satisfies a p0-condition if there exists p0 > 0 such that

pxy = µxy/µx ≥ p0 ∀x ∼ y ∈ G.

(2) We say (G, µ) satisfies a volume doubling condition (V D) if there exists c1 > 1
such that

(3.3) V (x, 2R) ≤ c1V (x, R) ∀x ∈ G, R ≥ 1.

(3) We say (G, µ) satisfies sub-Gaussian heat kernel estimates (HK(β)) if for x, y ∈
G, n ≥ d(x, y), pn(·, ·) satisfies

pn(x, y) ≤
c1

V (x, n1/β)
exp

(

−
(d(x, y)β

c1n

)1/(β−1))

,

pn(x, y) + pn+1(x, y) ≥
c2

V (x, n1/β)
exp

(

−
(d(x, y)β

c2n

)1/(β−1))

.
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(4) Fix x0 ∈ G and let BR := B(x0, R). We say (G, µ) satisfies (PI(β)), a scaled
Poincaré inequality with parameter β ≥ 2, if there exists a constant c1 > 0 such
that for any ball BR ⊂ G with R ≥ 1 and f : BR → R,

∑

x∈BR

(f(x) − f̄BR)2µx ≤ c1R
β

∑

x∈BR

Γ(f, f)(x).

Here f̄BR := µ(BR)−1
∑

y∈BR
f(y)µy, and Γ(f, f)(x) :=

∑

y∼x(f(x) − f(y))2µxy.

(5) Let β ≥ 2. We say (G, µ) satisfies (CS(β)), a cut-off Sobolev inequality with
exponent β, if there exist constants c1, c2 > 0 and θ ∈ (0, 1] such that for every
x0 ∈ G, R ≥ 1, there exists a cut-off function ϕ(= ϕx0,R) satisfying the following
properties.

(a) ϕ(x) ≥ 1 if x ∈ BR/2, ϕ(x) = 0 if x ∈ Bc
R. Further, |ϕ(x) − ϕ(y)| ≤

c1(d(x, y)/R)θ, for each x, y ∈ G.
(b) For any ball Bs with 1 ≤ s ≤ R and f : B2s → R,

∑

x∈Bs

f(x)2Γ(ϕ, ϕ)(x) ≤ c2(
s

R
)2θ

(

∑

x∈B2s

Γ(f, f)(x) + s−β
∑

x∈B2s

f(x)2µx

)

.

Theorem 3.2. ([4]) Let (G, µ) be a weighted graph satisfying the p0-condition.

Then,

(V D) + (PI(β)) + (CS(β)) ⇔ (PHI(β)) ⇔ (HK(β)).

Here (PHI(β)) means the discrete version of Theorem 2.2 with dw = β.

Remark 3.3. 1) There are preceding works by Grigor’yan-Telcs [24, 25]. The
proof of Theorem 3.2 relies on their results.
2) When one of (thus all) the above conditions holds, then β ≥ 2.
3) (CS(2)) always holds. (Indeed, take ϕ(x) = 2d(x, B(x0, R)c)/R, θ = 1.) Thus
Theorem 3.2 is an extension of (3.2) to the cases of β > 2 for graphs.

For the β = 2 case, there is a well-known method called Moser’s iteration
to deduce the Harnack inequality in (3.2). In order the method to work, it is
necessary that the best order estimates can be deduced using Lipschitz continuous
cut-off functions, and there the fact that β = 2 is very important. (Indeed, if we
adopt similar arguments using the Lipschitz continuous cut-off functions for the
β > 2 case, then the estimates obtained are not sharp enough to establish the
Harnack inequality.) Roughly saying, (CS(β)) guarantees the existence of ‘nice’
cut-off functions ϕ = ϕx0,R that satisfies E(ϕ, ϕ) ≤ c1R

−βV (x0, R) (i.e. the order
of its energy is less than R−βV (x0, R)) for each x0 ∈ G, R ≥ 1. The order of the
energy for the Lipschitz continuous cut-off function is R−2V (x0, R), so the energy
of the cut-off function given by (CS(β)) is strictly smaller. The idea of the proof
of the Harnack inequality when β > 2 is, to apply similar arguments as Moser’s
iteration for weighted measures νx := µx + RβΓ(ϕ, ϕ)(x) using (CS(β)).

Clearly, (V D), (PI(β)) and (CS(β)) are stable under bounded perturbations
of Dirichlet forms. Moreover, they are stable under rough isometries, as we will
discuss later.

On the other hand, in general it is not easy to check (CS(β)). Very recently,
simpler equivalent conditions are given under a stronger volume growth condition.

Definition 3.4. (1) We say (G, µ) satisfies a volume growth condition (V G(β))
if there exist K > 1, c1 > 0 with log c1/ logK < β such that

V (x, KR) ≤ c1V (x, R) ∀x ∈ G, R ≥ 1.
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Figure 2. S.G. graph and its image by a rough isometry

(2) For each x 6= y ∈ G, define the effective resistance between them by

R(x, y)−1 = inf
{

E(f, f) : f(x) = 1, f(y) = 0, f ∈ R
G
}

.

(We define R(x, x) = 0.) We say (G, µ) satisfies (RE(β)), effective resistance
bounds of order β, if there exist c1, c2 > 0 such that

c1d(x, y)β

V (x, d(x, y))
≤ R(x, y) ≤

c2d(x, y)β

V (x, d(x, y))
, ∀x, y ∈ G.

Theorem 3.5. ([8]) Let (G, µ) be a weighted graph satisfying the p0-condition

and assume (V G(β)). Then,

(RE(β)) ⇔ (PHI(β)) ⇔ (HK(β))

When the above conditions hold, then the Markov chain is recurrent.
A weighted graph (G, µ) is called a tree if the graph has no loop. If (G, µ) is a

tree such that µxy = 1 for all x ∼ y, then R(x, y) = d(x, y) for all x, y ∈ G. Thus,
we have the following corollary to Theorem 3.5.

Corollary 3.6. Let (G, µ) be a tree satisfying the p0-condition and µxy = 1
for all x ∼ y. Then,

(V G(β)) + (HK(β)) ⇔ [c1d(x, y)β−1 ≤ V (x, d(x, y)) ≤ c2d(x, y)β−1, ∀x, y ∈ G].

Finally, we will discuss stability of parabolic Harnack inequalities under rough
isometries.

Definition 3.7. Let (G(1), µ(1)), (G(2), µ(2)) be weighted graphs satisfying
the p0-condition. A map T : G(1) → G(2) is called a rough isometry if there exist
positive constants a, c > 1, b > 0 and M > 0 such that the following holds for all
x, y ∈ G(1) and y′ ∈ G(2).

a−1d(1)(x, y) − b ≤ d(2)(T (x), T (y)) ≤ ad(1)(x, y) + b,

d(2)(T (G(1)), y′) ≤ M, c−1µ(1)
x ≤ µ

(2)
T (x) ≤ cµ(1)

x .

Rough isometry is a notion introduced by M. Kanai ([36]).
The next theorem shows that (PHI(β)) is stable under rough isometries.

Theorem 3.8. ([27]) Let (G(1), µ(1)), (G(2), µ(2)) be weighted graphs satisfying

the p0-condition. If (G(1), µ(1)) satisfies (PHI(β)) w.r.t. the graph distance and
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Figure 3. Fractal-like manifold

there exists a rough isometry between (G(1), µ(1)) and (G(2), µ(2)), then (G(2), µ(2))
also satisfies (PHI(β)) w.r.t. the graph distance.

Likewise the case of Brownian motion on the S.G., the simple random walk
on the S.G. graph (the left of Figure 2) satisfies (HK(log 5/ log 2)). The graph on
the right of Figure 2 is an image of the S.G. graph by a rough isometry. So the
simple random walk on the graph also satisfies (HK(log 5/ log 2)), and thus satisfies
(PHI(log 5/ log 2)).

Note that Theorem 3.2 and Theorem 3.8 are extended to the framework of local
regular Dirichlet forms on metric measure spaces (especially Riemannian manifolds)
in [2, 7]. (In general, the time scale order which corresponds to β may change for
short times and long times. In order Theorem 3.8 to hold in this framework, one
needs to assume some conditions for the local structures of the spaces and the
Dirichlet forms.) Figure 3 is a 2-dimensional Riemannian manifold whose global
structure is like that of the S.G.. This can be constructed from the left of Figure 2 by
changing each bond to the cylinder and putting projections and dents locally. The
diffusion corresponding to the Dirichlet form moves on the surface of the cylinders.
Using the generalization of Theorem 3.8, one can show that any divergence operator
L =

∑2
i,j=1

∂
∂xi

(aij(x) ∂
∂xj

) on the manifold which satisfies the uniform elliptic

condition enjoys (HK(2)) for t ≤ 1 ∨ d(x, y) and (HK(log 5/ log 2)) for t ≥ 1 ∨
d(x, y). Theorem 3.5 is also generalized to the framework called resistance forms
on metric measure spaces ([43]).

Using the methods developed in the theory discussed above, one can obtain
detailed heat kernel estimates for stochastic processes on some random media. For
instance, let {Yn} be a simple random walk on a critical branching processes condi-
tioned on non-extinction. It is proved that the heat kernel of {Yn} has on-diagonal
estimates of order n−2/3 with probability 1, and {Yn} has sub-diffusive behaviour
with dw = 3 ([10]). For this random walk, Kesten ([37]) established the scaling
order dw = 3 for the annealed case (i.e. to take average over the randomness of
the clusters) by completely different methods. On the other hand, in [10], detailed
heat kernel estimates are obtained both for the quenched case (i.e. to discuss for
each random cluster) and the annealed case.
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4. Function spaces and stochastic processes on fractals

The trace theory of Sobolev and Besov spaces on R
n have been studied in

various directions as generalizations of the Sobolev imbedding theorem. Since 80’s,
these problems have been also studied for Besov-type spaces on more complicated
spaces, namely on the Alfors d-regular sets defined below (see, for instance, [35,

67]). Recently, there are several fruitful attempts to deduce detailed properties of
the function spaces by analysing properties of stochastic processes and self-adjoint
operators naturally defined on these spaces. In this section, we will discuss briefly
on the recent developments in this direction. Readers interested in more details
may refer to surveys [22, 42].

Let K be a closed set on R
n. K is called the Alfors d-regular set if there exists

a Radon measure µ on K such that for each x ∈ K, the following holds,

c1r
d ≤ µ

(

B(x, r) ∩ K
)

≤ c2r
d.

Let m be the Lebesgue measure, and for each f ∈ L
1
loc(R

n, m), define its trace into
K as

TrKf(x) = lim
r→0

1

m(B(x, r))

∫

B(x,r)

f(y)dy, ∀x ∈ K.

Note that the limit exists m-a.e.. In [67], Triebel defined a Besov space B2,2
α/2(K)

on K for each α > 0 as TrK H(α+n−d)/2(Rn), i.e. as a trace of the Sobolev space
on R

n into K. When K is compact, he studied the spectral properties of the self-
adjoint operators naturally defined by the norm infTrKg= · ‖g|H

(α+n−d)/2(Rn)‖ of
the Besov space. When 0 < α < 2, this function space coincides to the following
space,

‖u|B2,2
α/2(K)‖ = ‖u‖

L
2(K,µ) +

(

∫ ∫

K×K

|u(x) − u(y)|2

|x − y|d+α
µ(dx)µ(dy)

)1/2

(4.1)

B2,2
α/2(K) = {u : u is measurable, ‖u|B2,2

α/2(K)‖ < ∞}

and the two norms are equivalent. (When 0 < α < 2, this function space also
coincides to the Besov space defined by Jonsson-Wallin ([35]).)

In this case, the quadratic form (E , B2,2
α/2(K)) equipped with the norm (4.1)

is a regular Dirichlet form and the corresponding stochastic process is a jump-
type process ([20]). When n = 2, K = R

1 and α = 1, the corresponding process
is the well known Cauchy process. By combining the probabilistic and analytic
methods, it is possible to obtain detailed estimates of the spectra and heat kernels
for (E , B2,2

α/2(K)) –see [14, 19, 20]. For example, in [14] it is proved that the

corresponding jump-type process enjoys the continuous heat kernel pt(x, y) which
satisfies the following estimate for each x, y ∈ K,

c1

(

t−d/α ∧
t

|x − y|d+α

)

≤ pt(x, y) ≤ c2

(

t−d/α ∧
t

|x − y|d+α

)

.

The parabolic Harnack inequality is also established for the process. In this way,
one can obtain detailed information of the function spaces on fractals by analysing
the associated jump-type processes and pseudo-differential operators.

Finally, as an application of the trace theory on fractals, we will introduce
diffusion processes penetrating fractals. We will consider the following question:
Let K be a medium in R

n. Is it possible to construct a diffusion process which
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moves over the whole of R
n, whose behaviour is like that of the Brownian motion

on K when the particle is inside K, and like that of Brownian motion on R
n outside

K? If so, how does such a diffusion behave? Roughly speaking, the problem is how
the heat transfers in media that contain impurities. Our interest is when K is a
disordered medium like a fractal. In that case, when the domain of the Dirichlet
form on K determined by the Brownian motion is the Besov-Lipschitz type space,
the answer of the question is ‘yes’ ([44]). Especially, when K is the S.G., one can
construct the diffusion process penetrating K ([33, 44, 55]). Further, there is
a recent work which establishes detailed short time heat kernel bounds and large
deviation estimates of the process ([28]). Let EK be the Dirichlet form on K. Then
the quadratic form which may correspond to the penetrating diffusion we want is
the following,

Ẽ(f, f) = EK(f |K , f |K) +

∫

R
n\K

∣

∣

∣
∇(f |Rn\K)

∣

∣

∣

2

dx.

In order to confirm that there is a corresponding diffusion to this quadratic form,
one has to prove the regularity of the form. In other word, the key point is to prove
that there are “sufficiently enough” f which satisfies Ẽ(f, f) < ∞. It is exactly this
point that the trace theory of Besov spaces can be used effectively.

Acknowledgements. The author thanks anonymous referees for fruitful com-
ments.
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