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§1. Introduction. D. S. Ornstein and others got remarkable
results in the isomorphism problem of automorphisms. They
proved that two Bernoulli shifts with the same entropy are
isomorphic and obtained the conditions for automorphisﬁs to be
Bernoulli. But in the case of endomorphisms the circumstances
are different, for‘example, two Bernoulli endomorphisms (=ore-
sided‘Bernoulli shifts) are not always isomorphic (except trivial
cases) even if their entropies are the same. Wé obtained some _
results in the isomorphism problem of endomorphisms [1, 2, 3]
motived by the innovation problem in the theory‘Bf stationary
processes [4] and the existence problem of Bernoulli generators
for number-theoretic transformations. |

In this talk we summarize the results in [1, 2, 3] without

proofs,
§2. Definitions. Let (X,HF, u) denote a non-atomic Lebesgue
probability space, and T be an endomorphism of X (i.e. TQ%JCQ?,

and  w(T 1A)=u(A) for all AeJF).
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An endomorphism T of (X, %, u) is called Beanoulli if

there exists a measurable partition P of X such that

Y ' -
(1) \/ T "P=¢ , the partition into the individual points,
o]

( P is a generator of T )

and (ii) pa] V1 "P)=u(a) a.e. for all 4e F(P)
: 1

( Pis a B-pa&iition of T ),

If there exists a measurable partition P (with n-égg%s,'

‘2<n<» ) of X satisfying (i) and

(1i1) u(Aj\/T‘nP)=u(A|T‘1P) a.e. for all Ae.}(]?)}
1

( P is a M-parntition of T )

~then T is called . an{nxn) Markov endomonphism.
In these cases P 1s called a‘B-genenann (M-generatonr,
respectively) of T.

Two endomorphisms T, of (X F., u;), 1=1,2, respectively

12+1
are called isomonphic if there exists an isomorphism (mod. 0)

¢ from X; onto X, such that ¢°Tl = T2°¢.

§3. Tsomonphism theorem for Bernoulld endomorphisms. [1]

We say that two probability distributions are of the same
Ltype 1if there exists a 1l-1 correspondence between their atoms
(point masses) such that the corresponding atoms have the same

measure.
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Theorem 1. Let Ti be Bernoulli endomorphisms of '(Xi,
33, ui) with B-generators Pi’ i=1,2, respectively. Then
they are isomorphic if and only if the distributions of P1

and P2 are of the same type.
This theorem is essentially reduced to the following

Lemma 1. Let T be an endomorphism of (X, J, u) with
B-generator Q and a generator P.  Then the distribution of
P with respect to the conditional measure u(+|r) has the

samebtype as that of Q for a.e. rel\/ T "P.
1

We will now discuss the uniqueness of B-generators of T.

Let T be an endomorphism of (X, F, u) and put

Hp(x) = u( {x}| ¢ (x)) -
€

T-1

-1

where ¢C (x) denotes the cell of the partition T "¢

rle

containing x. Note that if T has a B-generator P={p,},

then uT(x)=u(pi|CT_1€(x))=u(pi) a.e. xep,. Since the function

Hep i1s measurable, we can define a measurable partition RT of

X generated by Mo and call it the proper partition of T.
Theorem 2. If T has a countable B-generator with distinct

probabilities, then RT is the unique B-generator of T.

§4. A necessary condition for an endamonphiém Lo be Bennouﬁﬁi.

By Lemma 1 the following condition (U) ié necessary for an
endomorphism T on (X,\}Q u) with a generator P={pi} to be
countable Bernoulli

(U) There exists a probability veeton  p=(py, pys*ee )
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with positive p,'s such that uT(x)=u(pilCT_1€(X))=pi a.e.
X€py-
In the case that T 1is a Markov endomorphism with a M-
generator P satisfying (U), (T, P) is called unifoam (see
[41 ). |

On the other hand we can prove the following

Lemma 2. If an endomorphism T on (X, F, u) with a
generator P={pi} satisfies the condition (U) with distinct

pi‘s, then the proper partition RT is a B-partition of T.
(This is proved in [1] in the case (T, P) is Markovian)
§5. Number-theonetic transformations. [2]

Now we Will introduée three well-known endomorphisms in

(6,11 or [0,1)

Tx = {1/x} , xe (0,1] (continued-graction) ,
Tx = {Bx} , xe[0,1) (B-expansion), B>1,
Tx = {Bx+a} , x e[o,l)‘ (Linearn mod. 1), B>2, ae (0,1),

where {y} denotes the fractional part of y.
Only checking the necessary condition stated in §3 (Lemma 1)

for these tr%%formations, we obtain the following

Theorem 3. Continued—fraction trasformation is neither
Bernoulli, nor countable Markov. B—éxpansion transformations
and linear mod. 1 transformations are not Bernoulli except the
case of integer B, and if B 1is an integer these are Bernoulli

and isomorphic.
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§6. A sufgicient condition for Ry to generate (Markovian case).[1]
It seems difficult to find some conditions for Rp  to be
a generator of T in a general situation, so we will restrict
ourselves to the Markovian case.
Let T Dbe an endomorphism with a M-generator P={pi} aﬁd

M=(r, , 5 1,j=1,2,-+ ) denote the trasition matrix defined by

m. .=u(ple‘l

1,3 py ) 1. =1, 2, ee

and W(1)=(W. *++) the i~th row vector of T.

i,1° Wi,2’
Assume now T and P satisfy the condition (U) in §4 with
distinct pi'S. Then given k and 1 we get the unique J

such that 1« = pys SO we can define

k,J
o( k 3 1) =3 if w
and ¢ (k ; 1500, i, io)=¢(¢(k I il) H io)

inductively. 'Using this notation we have’

Theorem 4, Let T ‘be an endomorphism with M-generator
P={pi}. In order that T has a countable B-generator of which

atkeme have all distinct measures, it is necessary and suffucient

that P satisfies the condition (U) with distinct pi's and also

the condition
(P) {§or any 8>0 thenre exist Jos m, 1 N io such that

m?*’

——— S ulpy) > 1-s

ke o (k3 Lee, 1075,

(point-collapsing condition in the términology of [47)

Remark. The assumption of distinctness of p;'s 1s removable,
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so we have Theorem 4 without the underlined parts. For example,
the isomorphism between a Markov a b a and a Bernoulli a
b aa b
a
aapb

endomorphisms 1s just obtained as the isomorphism between

abec and

oo

beca
acb

§7. Tsomorphism theorems between Markov endomorphisms. [3]
First we will consider general Markov endomorphisms with

countable M-generators.

Theorem 5. Let T and S be ergodic Markov endomorphisms
with transition matrices TT=(ﬂi j) and I‘=(yi j) respectively.
> 3

Then T and S are isomorphic if and only if there exists a

measurable, integer-valued function n(x) such that

a.e.

D) Yo(rx),e(x) = "E(Tx),E(x)

(11) Q={ qj={X: n(x)=3} : j=0,1,2,+++} is a M—generatdr
of T,

where E(x)=j if xeépj and P={pj} is a M-generator of T

with TT.

Now let m(l) be the i-th row vector of TT and consider

the condition

(D) the distrnibutions of "(i) i=0,1,2,¢++ are all
E 3 2 3

different. Then we have

+
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Theorem 6. Two ergodic Markov endomorphisms with M-
generators satisfying the condition (D) are isomorphic, if and
only if their transition matrices are the same except the number-

ing of cells of M-~generators.

Next we will study uniform Markov endomorphisms which are
not point collapsing. We put the condition

(G) therne exists a finite M-generator of which common
distrhibution p=(pi ‘; 0<i<N-1) consists of distinct pi'z, and
its transition mathix TT=(wi g3 1<1,JgN-1)  satisfies m, =

. 3 N >

pi+tj+to’ 0<i,jgN-1, for some  0<t,t <N-1 such that (N,t)=1,
whene the addition 44 taken to be mod. N.

Theorem 7. Let T and S be Markov endomorphisms with

transition matrices TT=(ni ; 0g1,J<N-1) and T=(y, 508 0<i,J
3

3
<N-1) respectively, which satlisfy the condition (G) with the
same common distribution p=(pi ; 0<i<N-1) (i.e. ﬂi,j=pi+tj+to’
Yi,j=pi+sj+so for 0<i,j<N-1, and (N,t)=(N,s)=1). Then T
and S are isomorphic if and only if t=s _and so—to‘ is a

multiple of (t+1, N).

Using these theorems (Theorem 5, 6, 7 and Theorem 4) we
can classify 3x3 Markov endomorphisms completely, but we have

no space to write down it. (See the examples stated in [3])
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