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AN APPLICATION OF THE SECOND MICROLOCALIZATION AT THE BOUNDARY
TO THE EXTENSION OF SOLUTIONS OF DIFFERENTIAL SYSTEMS

Giuseppe Zampieri (Pa.dO‘\r’Ci. U’Y\W.)

ABSTRACT We use the theory of microlocalization of sheaves of [K-S-2],
and especially its formulation in [S] for boundary value problems to treat
the extension of regular solutions of systems of P.D.E. across an 1-codimen-
sional singular set. Let M be a real analytic manifold, X a complexification
of M, N an analytic hypersurface of M,  an open component of M\ N. For a
suitable involutive manifold V CT;X, invariant under the Hamiltonian flow
of N ﬁ T;X, we introduce a new complex Bz
al analytic parameters and study its applications to non-characteristic boun

X of hyperfunctions in Qwith re-

dary value problems. In particular we show that the trace morphism preserves

the analytic parameters. The analysis of Bg could be performed from the

X
viewpoint of the 2rd microlocalization at the boundary along V developped
in [U-Z]; but we do not need to refer to such a general theory for the pur-
pose of the present paper. We then consider a differential system M at x,

x €N, and a closed set S, SCN, xe3S. We denote by ¥ the union of the Tleav-

* *
es of VC issued from V, we let p be the projection Y x T X - T Y, and make
X

the following hypotheses: the conormals to N at x are non-microcharacteris-
- _ *
tic for m along ¥ in 7 ](x); char l n o ! p({x} x V) cv; i NX(S) c
M

o({x} x V). We then prove that HO(B;;X)—so1utions of M on M\S extend to M
M

‘at x. Under some additional assumptions on "propagation in the interior" we
also obtain the extension of AM—so1utions. We refer to [Kan], [6], and [U-Z]

for other results on continuation of (regular) solutions.

2 a
Boix AND 3oy

Let M = M'xL be real analytic manifolds with complexifications X = X'xZ and

§ 1. THE COMPLEXES

- | -



dimensions n =‘n1+n2. For a locally closed set A = A'xL of M, put X = A'xZ

and define (cf [K-S-2], [S])

(1‘-1) CXIX = 'u’)((()x) ® (DMI/XI[H]] ’
(1.2) Bﬁ IX = R I'T*Xl XL(C};IX) ® “’L/Z[nZ]

We often consider the case A =M or A = N for an analytic submanifold N =

N'xL of M of codimension 1, or else A = Q where Q = QJ‘r are the compqnentsuof

M~ N. The following triangle will p1ay ah essential role:

2 2 2 +1

REMARK 1.1. By the results of [U-Z] we could give a canonical definition of
the complexes CZIX and Bilx , #=M N, ., associated to a smooth conic re-
gular involutive manifold V Cf;X such that

(1.4) V and N x T;X 1nter§ectvtransversa]1y,

M
and N x V is regular involutive

We recall from [K-L] that for % =M, N, BiJX is concentrated in degree O
and the natural morphism QﬂX‘T%X'xL > BiIX is injective, C%ﬂX being the
sheaf of usual microfunctions. (As for the case #* = Q it is proven in [U-Z]

that (52

|X T L is concentrated in degree 0 but that the corresponding
result on 1n3ect1vity does not hold any more. However this is not needed he-

re.)
We set now:

a — - ) =
(1.5) Bax = RIy(Oxzg ) ® w7 [l *=M N Q.
For + = M, o we have a distinguished triangle

a . 2 +1
(BM be1ng the sheaf of hyperfunct1ons) for #= N we have to sh1ft

by -1 the first term of (1.6). Using (1.6), the results of [K-L],

(and also the trick of the dummy variable for % = N), one easily sees that

Bilx , % = Mor N, are concentrated in degrees 0 and 1 with H](31|X) + 0.

The same should be proven for 3% = @; but this is éomp]icatédfand needless

[
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‘here.

The detailed study of the complexes (1.5)ﬁis left to [U-Z]; we only treat
here their applications to boundary value problems. Thus let f be a coherent
Dxfmodule on an open set of M. We assume all through this section that Y,

the complexification of N, 1is non-characteristic for f.

PROPOSITION1.2. The natural mofphisms

.7 WRunCa. oy Ny HRunCa Bo00)
and
(1.8)  WRpon(a, By ) > mom( A, T(ay )

are injective.

PROOF. By the results of [K-L] it is enough to prove (1.7) and (1.8) in

3*

* *
TN,X'xL and N respectively. As for (1.7), set F = T,X & N (2)? ("a"= antipo-

M
dal) and consider the commuting diagram g
(1.9) _ Cax - By
R T Cypx [T v
Toqplil - Byl ]
Then the conclusion follows from:
(1L10)  pomC AL gy ) = 0 aem( A By / Cyy |t = O

which are in turn easy consequences of division formulas for CNIX and BNIX

(cf [K-S-11).

]

As for (1.8) we only need to recall (1.6) for #* = @, and use (1.3), and
(1.10). The proof is complete. |

Let Ply denote the induced system by m on Y and let v : ﬂom(ﬂ,FQ(BM)) >

> Hom(mY,BN) be the trace morphism (cf [S]). By collecting all above res-

ults we get:

PROPOSITION 1.3. Me have g
a1 WRmn( A, By ) ), = ehn( A, T(B) )
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SOV x e Ter . xe M.

PROOF. Let 7= R #Hom(/ 0y), put = Q'xZ, and note that the natural diagram
-1 _ - .
(1.12) m  RT (%) - RI‘T L
- _ .
oI«
is commuting. Thus recalling (1.6) and applying Proposition 1.2, we get

(1.13)  HOR wom(, ), = Luon(ATg (8y), :
NO(u)n(T X' x L)CTX } ,
where SS%O(U) is the support of u identified to a section of HO (R Hom(A, CQ'X))

(cf [S]1). According to [S] this is in turn equivalent to (1.11).
REMARK 1.4. When considering BM IX one can use the injectivity of CMlX’T X'xL
> BM X and H (BM|X) > BM as a substitute of Proposition 1.2. (Note th-

at the latter injectivity follows from (1.6) and the (conical) f]abbinéés of

BM]X (cf [K-L]).) Then using (1.12) one easily gets

L3 &
(1.14) HO(BS”X)X = U@y, : SSN(TX' xUCTX b, xel.

¥
M

and satisfying (1.4), we can intrinsecally define Bilx, * =M, N, &, by rep-

REMARK 1.5. For a regular involutive manifold V defined on the whole T

— ny . A
lacing in (1.5) % x Z by Tr(v%-;) (and W /7 by mV/\TM )s where V= is the union

— ¥* .
of the leaves of VC issued from % x TMX ; (we also write V = '\‘/’M). One can
M ,

also intrinsecally define the right hand sides of (1.11), (1.14) just by re-
* * —
placing TN.'Y' x L and TM.X' x L by pw](V) and V reéspectively (P and @ being

* 3% *
the natural mappings from Y x T X to T Y and T X resp,),

X
It is then clear that if for some coordinates on M we can write

V=TX'xL, N=N xL,

Ml
then (1.11) and (1.14) still hold. More generally owing to the invariance of

'Bzxunder contact transformation preserving V, N x V, and w (cf [U-Z]),

one could prove that (1.6) is fulfilled. But this refined argument is not

nee‘ded here.

44_
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§ 2. EXTENSION OF SOLUTIONS WITH REAL ANALYTIC PARAMETERS
Let Mibe a real analytic manifold with'comp1exffication X, N an analytic hy-
persurface of M with comp]exification Y, @ = Qi the two cohponents»of MN N,

* * *
o and w the canonical mappings from Y x T X to T Y and T X respectively.

X *
Let xeM, Tet UcM be a neighborhood of x, and let V be a manifold in U x Ty,X.

M
M
We assume that, in suitable coordinates on U:
(2.1) M=M xL, X=X x1Z, N=N xL
#* *
V=T,X" xL, "\‘/=TM,x'xz
Recall the comb1exes Bﬁlx . BS}X (intrinsecally associated to V) and remem-
—_ k3 *
ber (1.11), (1.14). For any pen 1(x) recall the identification TxM s TbT X

3¢ * *_*
obtained through the embedding T X x T X — T T X and the Hamiltonian iso-
\ X
3*
morphism, and observe that (TNM)X/R+ is just a pair of vectors * 6.

THEOREM 2.1. Let N and V be defined,in suitable coordinates by (2.1), and

let M be a coherent Dx—modu1e at x which verifies

(2.2) +6 ¢ Cp( char m, V ) for %8 e(T-:IM)X/R+ and for any peaﬁ_1(x)nV,
(2.3) @ (charMnp ol (x} x V) C Ty
Let S be a closed subset of‘N.yitﬂ x €3S and

(2.4)  AN(S)c oF (V)

* *
(in the identification i T N = TNY).We then have, in a neighborhood of x,

(2.5) Hom( M1, rM\S(HO(B{j"IX) ) ¥ Hom( M1, HO(Bf,‘”X) ) -

PROOF. Let @ = Qi with g7 u Q@ = M N; by reasoning as in § 1 and observing
that
3% - = a
we get a distinguished triangle
! a a s ? +1

" Let £ =R Hom(m,C"

QlX)IM « »T*X . We note that (2.2) implies (p;ie)Q’SS(F)
,v X ) ) .

and thus also R rﬁ—1(N)(F) =R rﬁ—1(M\~Q)(7) = 0. By applying

-5



R F(N/;/ijT:X)(') [nz] to the last equa1jtyv( N'ﬁ Vv bejng defjned sim11qr]y

to V and n, being the codimension of V), we then get, for a neighborhood U
of x on N,

(2.7)  RTAy Ron( A, B luxy = ©

Note now that (2.2), (2.3) imply: M

GF1( char 11 ) n p_1 p(Ux V) cUxV ,
R o MM
which gives, combined with (2.7):

By (2.6) this implies:

a
Oy = RAomC AL R Ty ) |y
Forljeﬁbm(M-PM\S(HO(Balx))) let now u® = ulQi . Owing to (2.9) and(1.11) we

(2.9)  R#om( A, BY

get

$S(y(uF))ao(U x V) < T’;Y .
M
We also clearly have
supp(y(u™) = y(u7)) ¢ S.

Therefore the conclusion is an immediate consequence of the following two

Temmas.

LEMMA 2.2 (cf [6]). Let F be a closed set of M and let u e([h)x , xeoF.
Then

SS(w AN (F) ¢ (0}

< U < 0
supp(u) ¢ F '

PROOF. Easy application of Kashiwara-Holmgren's theorem and of sweeping out

procedure by Bony-Schapira.

LEMMA 2.3. Let u e Hom(A, Tewa y(By)): then

+ 0,.a
uetom( M, H'(Byy) ) & | :
CEET A vuh) -y = 0.
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PROOF. It is enough to recall the triangle
| +1
and the estimation’

SS(u) ¢ &) sst0 ) ¢ o7 Y sse®))
£ ot x
(cf [SD).

COROLLARY 2.4. In the situation of Theorem 2.1 assume in addition:

*

(2.10)  #om( M, Tg(Cyy) ), = 0 VpeTXav, m(p) = x.
Then (for Ay =0y|y) : |

(2.11) Hom( M 4Ty sy(Ay) ), = Hom( A, Ay ) .

By the argument in the proof of (2.7) and by the injectivity of CMIX,V >
> BﬁIX , a sufficient condition for (2.10) is that (2.2) is fulfilled for

some Vp and ep such that peVp » Sc{xeM: <x,6p>gO} .

REMARK 2.5. It 1is clear from Lemma 2.2 that we can even consider in Theorem

R

2.1 some singular set S such that N_ (S) = T; N. In fact for M = M'xL =

o} 0

X X

R"1xR"2 5x = (x',x"), we only need to assume that N\ S contains spheres of
the L-plane whose diameters are infinite over the distance to 3S. For examp-

le this is the case of any Sc¢{ ¢ =0} for ¢ e CO(N) with ¢(x0) = 0,

aanf(xo) + 0, 3molx)) =0, axnd;eco, ax,,q;ecq.

h]
REMARK 2.6. Theorem 2.1 extends the results of [Kan], [6]. These are obtain-
n-2

*

ed by choosing L =R c M =R" and by replacing VwithT X in (2.2).

M
EXAMPLE 2.7. Let M = M'xL3(x',x"), N = N'sL, M' = RaN' x' = (x15%)s
S = S'xL, Xy = 0€3S. Let (z,z)s z = x+iy, ¢ = g+in, be éoordinates 1h T%X,;
let V = {n" = 0} and consider

n : E? - (Z;+%5)%2 + c“z. r, s even, rz 2. |
Then (2.2)-(2.4) hold with g = idx1 (cf [S-Z])and thusvwe get (2.5) and

(2.11) (as (2.10) is trivial in the present situation).

o



EXAMPLE 2.8. In the above situation Tet M' = R x N' =~ R-x R3, let. V =

= {ﬂ3 =N, = n"=0}, and consider

ll3 2 2
L] C2(€3 + C4) )

For S = S'xL with 0€23S we have (2.2)-(2.4) and thus also (2.5). Moreover

3 3
n : ( L3ty

M
=01}, we get (2.10) and (2.11). (This extends

*
for any peV and for iep = idx1 or idx2 we have (2.2) with Vp = T,X. There-

fore if we Tet S = {x, =

17 %

Example 1.1 of [6],)
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