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Abstract. In this paper, we study restricted NCP-functions which may be used to reformulate
the nonlinear complementarity problem as a constrained minimization problem. In particular, we
consider three classes of restricted NCP-functions, two of which were introduced by Solodov and
the other is proposed in this paper. We give conditions under which a minimization problem
based on a restricted NCP-function enjoys favorable properties, such as the equivalence between
a stationary point of the minimization problem and the nonlinear complementarity problem, the
strict complementarity at a solution of the minimization problem and the boundedness of level sets
of the objective function of the minimization problem. We examine those properties for the three
restricted NCP-functions and show that the merit function constituted by the restricted NCP-
function proposed in this paper enjoys quite favorable properties compared with those based on
the other restricted NCP-functions.
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1. Introduction
The nonlinear complementarity problem (NCP) [3] is to find a vector # € R" such that
[NCP] (z,F(z))=0, 2 20, F(z) > 0,

where F' is a continuously differentiable mapping from R" into itself and (-,-) denotes the inner
product in R™.

One of the popular approaches to solve the NCP is to reformulate the original NCP as a
minimization problem whose global minima are coincident with the solutions of the NCP [4, 7, 8,
9, 10, 12, 13, 14, 17]. The objective function of such an equivalent minimization problem is called
a merit function for the NCP. Most of the merit functions considered in the above references are
constituted using an NCP-function [4, 9] ¢ : R? — R, which satisfies the property

#(a,b) =0 <= ab=10,a>0,6>0.

The implicit Lagrangian [13], the squared Fischer-Burmeister function [9], and the class of func-
tions which are considered in [10] are such merit functions that are constituted by NCP-functions.
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Recently, these functions have drawn much attention and have been shown to enjoy many favorable
properties [4, 7, 8, 9, 10, 12, 13, 14, 17].

~ In this paper, we are particularly interested in the case where the function F involved in the
NCP is defined only on the nonnegative orthant R? := {z € R* | z > 0}. As pointed out in [2], we
often encounter such NCP in some applications. For such NCP, it is natural that a merit function f
is also defined only on R%. Thus we are led to the nonnegatively constrained minimization problem:

ggf@) = ' (1)

Facchinei and Kanzow [2] considered the constrained minimization problem (1) based on the implicit
Lagrangian. Fischer [5] studied the problem (1) based on the squared Fischer-Burmeister function.
In particular, they gave necessary and sufficient conditions under which any Karush Kuhn-Tucker
(KKT) point of the problem (1), i.e., a point & satisfying

A=Vf(z) > 0, (2)
r > 0, o (3)
(z,Vf(z)) = 0, . (4)

is a solution of the NCP. However, since the implicit Lagrangian and the squared Fischer-Burmeister
function are such merit functions that can constitute an equivalent unconstrained optimization
problem for the NCP, an optimal Lagrange multiplier A of the problem (1) must satisfy

A=Vf(z)=0.
Hence the strict complementarity, i.e, ‘
z;+ A >0 for all 7,

does not hold in general. There exist a number of methods that converge rapidly to a solution
of a constrained minimization problem without the strictly complementarity property [11, 14].
Nevertheless, the strict complementarity still turns out to be important in theoretical analysis of
optimization algorithms. Therefore, it is natural to look for a merit function which yields a non-
negatively constrained minimization problem whose KKT point satisfies the strict complementarity
under reasonable conditions. For constructing such merit functions, it is convenient to con51der the
class of restricted NCP-functions defined as follows. '

Definition 1.1 Let S = {(a,b)* € R* | a > 0}. A'functz’on’ ¢ : S — R is called a restricted
NCP-function if, for (a,b)T € S, : :

#(a,b) =0 <= b2>0,ab=0.

We call ¢ a nonnegative restricted NCP-function if ¢ is a restrzcted NCP- functzon and ¢(a,b) > 0
for all (a,b)T € §.

Note that Solodov [15] has also considered merit functions constituted by nonnegative restricted
NCP-functions and has shown some favorable properties of those merit functions. However, the
strict complementarity of the problem (1) is not discussed in [15)].
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In this paper, we consider the merit function f defined by

@)=Y RE), )

=1

where qﬁis a nonnegative restricted NCP-function. The following theorem says that the function f
constitutes a nonnegatively constrained minimization problem equivalent to the NCP. The proof is
evident, hence is omitted.

Theorem 1.1 Let f be defined by (5) with a nonnegative restricted NCP- function ¢ Then an
z € R” satzsﬁes z >0 and f(m) =0if and only if x solves the NCP. ’ o

"The following three functions are restricted NCP-functions, as shown inTI_;e‘orem 1.2 below.
(i) ¢rc(a,b) = ab+ 2=([a — ab)? - a?), @ > 0,
(ii) ¢s(a,b) = a3 +[-b]3,
(iii) ¢a(a,b) = a[b]3 + 3(VaZ + 5% — a = b)%

The function ¢pg constitutes the regularized gap function proposed by Fukushima [6]. The function
¢s was recently proposed by Solodov [15]. Solodov [15] gives necessary and sufficient conditions
under which a KKT point of the problem (1) based on ¢rg or ¢s is a solution of the NCP. On
the other hand, the function ¢4 is the augmented squared Fischer-Burmeister function with the
additional term a[b]3. Because of this additional term, ¢4 enjoys a number of favorable properties,
as shown later.

Remark. The term a[b]} that appear in the definition of ¢4 may be replaced with a[b]] where
v > 1, without affecting the desirable properties of ¢4 that will be shown later. For simplicity,
however, we restrict ourselves to the case where v = 3.

- The functions' ¢rg, ¢s and ¢4 are differentiable and their derivatives are given by

(—"S—”ﬁ“—bl) b——a+1[a——ab]

dénglab) = ( a—[a— ably )’ , - v . C(6)
(» Z:Sa{; ) - ( 9 b1 ) | - @
5 albly — 2[ bl+ - - _

83 + (b )(\/_‘a2+bz—a—b> N |
(oeffn ) = { )+ ot - ) VEFF—ay | TEPFOO

3¢A3 a,b 0 .
; if (a,) = (0,0).

0

Note that (a‘b“‘(a b) 9é4 (“ b) ) is continuous at the origin. Moreover ¢4 is twice differentiable at any
point (a,b) # (0, 0), whlle ®Raq is twice differentiable at any pomt (a b) such that a > 0 b>0,ab=0
and (a,b) # (0,0).

The next theorem shows that the functlons ¢Rg, ¢s and - ¢A are nonnegatlve restrlcted NCP-
functions. - : S
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Theorem 1.2 The functions ¢rg, ¢s and ¢4 are. nonnegative restricted NCP-functions.

Proof. That the functions ¢ry and ¢g are restricted NCP-functions is proven in [15]. So, we
only consider the function ¢4. Let a > 0. First, suppose that b > 0 and ab = 0. Then, since
Vva? + b2 — a — b is an NCP-function, we have

- Pa(a, b) =0.

Conversely, suppose that ¢ 4(a,b) = 0. Then, since the first and second terms of ¢4 are noﬁnééafiw)e,
the second term must be zero, i.e., va? + b2—a b = 0. It follows from the fact that Va2 +b2—a—-b
is an NCP-function that a > 0,b> 0 and ab = 0. The proof is complete. O

Theorems 1.1 and 1.2 show that the NCP is equivalent to the nonnegatively constrained problem
(1) with the objective function f constituted by any of the functions ¢rg, ds or G4.

The purpose of the paper is to investigate conditions under which the problem (1) defined by a
restricted NCP-function has favorable properties. In particular, we study conditions under which
any KKT point of the problem (1) becomes a solution of the NCP. Note that such conditions are
given by Solodov [15] for the restricted NCP-functions o¢rc and ¢s. In addition to a result similar
to [15], we will show that any KKT point of the problem (1) defined by the restricted NCP-function
¢4 is a solution of the NCP under weaker conditions than those given in [15]. Moreover we give
conditions under which the strict complementarity holds at a KKT point and conditions under
which the merit function f has bounded level sets. These conditions. appear to be new as far as the
nonnegatively constrained minimization reformulatijon of the NCP is concerned. In. particular, we
show that the new restricted NCP-function ¢4 enjoys all of these favorable properties.

We use the following notation. For an index set I C {1,2,---,n} and an n-dimensional vector
z, 7 stands for the vector consisting of the components of # whose indices are in' I. The vector
e; denotes the ith column vector of the identity matrix. For a function ¢ : R? — R, 22 F(
and ¢!a: F(m)) denote the vectors (3¢(a:1 JF1(z)) . 3¢(£L‘n,Fn(z ))T and (3(25(1‘1 J (:B)) . 3¢(ﬂ7n,Fn(€C ))T

respectlvely We define the set Q by Q = {(a, b)T € R2 |a>0,b>0, ab = 0} For a solutlon z
of the NCP and the index sets J(z) := {i | 2; = 0} and K(a:) = {i | Fi(z) = 0}, we say that the
solution z is nondegenerate if the set J(z)N K (a:) is empty, and « is degenerate, otherwise.

2. KKT points of the minimization problem

In this section, we give necessary and sufficient conditions for ae KKT point of the problem (1)
based on a restrlcted NCP-function to be a solution of the NCP. For this purpose, we define special
classes of restricted NCP-functions. ‘

Definition 2.1 &, de‘nrotes the class of restricted Ni C’P—fuﬁctions ¢ such thkat‘
C.1 a>0 and %‘Z—’bl =0 if and only if '(a,.rb)'T € Q,‘
C.2 28@H @Y 5 § for il 4 3 0 and b€ R;

C.3 208 < for all be R.

Moreover, @, denotes the class of functions ¢ € ®, such that
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C.4 a >0 and LAY oo (5T €@

Note that C.1 in the definition says that the function %f is also a restricted NCP-function.”
Next, we show that both ¢rg and ¢s belong to @4, and ¢4 belongs to &, 4. ’

Theorem 2.1 The functions ¢ppg and ¢g belong to . The function ¢4 belongs to &, .

Proof. The first half follows directly from [15, Lemma 2.3]." So we only show ¢4 € ®,,. First,
note that

, (@b € Q= Val+ 2 —a-b=0. ()
(C.1) Suppose that (a,5)T € Q. It is clear that @ > 0. ‘Moreover, by ab = 0 and (9), the equality
0¢A(a b)
T8y

follows. from (8).

Conversely, suppose that a > 0 a,nd M = 0. If (a,b) = (O 0), then (a,0)T € Q. Now
assume that (a,b) # (0,0). Since a >0, the mequallty a[b]2 > 0 always holds. We consider two
cases a[b]3 = 0 and a[b]2 > 0. Let a[b]3 = 0. Then we have ' :

- 99a(a,b) =( B —1) (\/m—a—b)=

ab va? + b2 ,
whxchlmphesthatm 1=0o0r+va2+b2—-a-b=0. If?ﬁ%? 1 =0, then we have a = 0

and b > 0, which implies (a,6)T € Q. If Va2 + 52 — a — b = 0, we also have (a,5)T € @ by (9).
Next, let a[b]3 > 0. Then, we have a > 0 and b > 0, and hence

b

|—=—=-1)(Va?+b—a-b)>0.
(\/ 2 + b2 ) ( )

Since this contradicts %‘%ﬁ = 0, the strict inequality a[b]? > 0 does not hold when a > 0 and

mﬁf’—bl 0. Consequently, the converse is also true.
 (C.2) Since the statement is clear when (a,b) = (0,0), we suppose that (a,b) # (0,0). First,
note that the inequalities

a b
—_— -1 <0 d ————=-1<0 10
vare S0 game s (10
always hold. When a > 0, the following inequality holds: : :
[bl+(Va2+ b2 —a—b)< 0 for any b. (11)
It follows from (8) that, for any @ > 0 a,nd b, -
0da(a,b) 0pa(a,b)
0.) d0a(eb) 3a[b]%. + 3al8]% (¢__1> (\/a2+b2—a—-b)
: b
3 VSCEY)
+[b]+ (———m—l>( a2+b2—a—b)
a b
—_— 1) — 1 2402 —q—b)?
+(\/a2_+b7 )(m ) (VTP e
2 0, '
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where the last inequality follows from (10) and (11). '
(C.3) The case where b = 0 is evident. Suppose that b ;é 0 Then, by (8) we have

944(0,6) 5
Sl & SDIGED

< 0

(C4)%ﬂl%@—01mphes%iﬁ vOor 9é(ab) _ Ifd>0a.nda¢"ab >0 then we have

(a,0)T € Q by (C.1). Next, we consider the case where a > 0 and M = 0. If (a,b) = (0 0),
then (a,b)” € Q. Let (a,b) # (0,0). If [b]4+ = 0, by (8), we have

9¢4(a,b) _ ( ) 2 1 B2 —
9 = m | (\/ a?+b2—-a-0)=0.
Hence we can prove (a,b)T € @ in a way similar to the proof of (C.1). Moreover, we can also show

that [6]+ > 0 does not hold, in a way similar to the proof of (C.1). Consequently, we obtain the
desired relation. = , _ “ .0

Note that the functions ¢re and ¢s do not satisfy (C.4). In fact, consider the case where
a = ab > 0 for.¢ri and the case where a > 0.and b < 0 for ¢s. Note that (a, b)T ¢ @ in these
cases. However, Mﬂﬂ = 0 when a = ab > 0, and M = 0 when-a > 0-and b < 0.

Now we proceed to give the main result of the sectlon To this end, we define the 1ndex sets

‘ {ﬁ«ﬁ(mﬁ(w» 0}7
N) = {M<O}

7’(00)

0b
When the point & under consideration is clear from the context, we shall denote these sets simply

by P, C and N.

Using these index sets, we define regularity condltlons which are slight modifications of those
given in [10]. (See also [1, 2, 5, 14, 15] for similar definitions.)

Definition 2.2 A point « € R} is said to be regular if for every z € R*(z # 0) such that
2¢=0, 2p >0, z2pr <0, o (12)
there exists a vector y € R™ such that
=0, yp20, yv <0, ypux #0 - (1)

and . _ , :
(y, VF(z)z) > 0. - (14)
Moreover, a point x € R} is strictly regular if for every 2 € R™(z # 0) such that

2¢=0, 2p >0, 2y <0,
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there exists a vector y € R"™ such that

yC=0a y’PZO’ yNSO

and
(y, VF(z)z) > 0.

Note that a regular point is strictly regular. The definition of regula,rlty contains the condition
yc = 0 in (13), which is different from that in [10]. However, in a way similar to [10, Lemma 5.2],
we can show that z is regular in the sense of Definition 2.2 if V.F(x) is a Pp-matrix. Moreover, &
is strictly regular if VF(z) is a P-matrix [2].

By using these definitions, we state the main result of the section.

Theorem 2.2 Let 2 be a KKT point of the problem (1) defined by a' restricted NCP-function ¢.
Suppose that ¢ € . Then z is a solution of the NCP if and only if x is strictly reqular. Moreover,
suppose that ¢ € ®,,. Then z is a solution of the NCP if and only if x is regular.

Proof. We can prove the cases ¢ € @, and ¢ € &, by slightly modifying the corresponding
proofs in [2] and [5], respectively. Here, we only show the last part of the theorem.

If z is-a solution of the NCP, then %é%(ﬁn = 0 by condition (C.1) in Definition 2.1. Hence,
there is no vector z satisfying (12), which implies that z is regular.

Conversely, suppose that a point 2 > 0 is regular. Assume that z is not a solution of the NCP.
Let z = 2¢ 2 F . Then z # 0 by (C.1) and z satisfies (12). Moreover, by Definition 2.2, there
exists a vector y satisfying (13) and (14). Let I := {i'| [Vf(z)]; > 0}. Then, since z;y = 0 by the
KKT conditions (2)-(4), we have z; < 0 by (C.3). It follows from (13) that y; < 0. Hence, we have

BVI@) = WnlVi@
<o , (15)
On the other hand, we have
re) = a¢(w6F(w>) VG )aqs(méf(x))
It follows from (15) that
(V@) = (o "’i(—(,ﬂ(—ﬁ) @ VE@R <0 (1)

Since zia—d’(f%}l(ﬂ)- 2 0 for all ¢ by (C.2) and since both 2; and y; have the same sign by (13), the
inequality y,M“%;’ﬂ—n > 0 holds for all . Now, suppose that y,wu = 0 for every i. If
Mﬁgaﬂ_ll = 0, then (z;, Fi(z))T € @ by (C.4). Thus, we have i € C, and hence y; = 0. For the
case where %‘3&5& # 0, we also have y; = 0..Consequently we have y = 0, which contradicts
(13). Hence, there exists i such that y,%-(%—n > 0, which implies (y,-‘?ﬂ%ﬂﬂl) > 0. It then
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follows from (16) that (y, V f(z)z) < 0, which contradicts (14). This means that z is a solution of
the NCP. O

Remark. There exists a counterexample showing that a KKT,point z of the merit functions
constituted by ¢re and ¢s is not a solution of the NCP even if 2 is regular. In fact, consider the
simple example with n = 1, where F(z) = (z — 1)3 — 1 for all € R. Note that F is strictly
monotone, and hence z is regular. Let fro(z) = dre(z, F(z)) and fs(z) = ¢s(z, F(z)). Ha=1,
then we have V frg(z, F(x)) = 0 when ¢ = 1. Also we have Vfs(z, F(z)) = 0 when = = 1.
However, ¢ = 1 is not a solution of the NCP.

3. The strict complementarity and the second-order optimality
conditions

In this section, we give a condition under which the strict complementarity holds at a KKT point
of the problem (1). We also consider the second-order optimality condition for the problem (1).

The following theorem relates a nondegenerate solution of the NCP with the strict complemen-
tarity in the problem (1).

Theorem 3.1 Let ¢ € ®;. Suppose that a—%‘;—’bl = 0 when a > 0 and b = 0 and that %‘;—’bz >0
when a = 0 and b > 0. If x is a nondegenerate solution of the NCP, then x is a KKT point of the
problem (1) which satisfies the strict complementarity condition.

Proof. It is evident that a solution of the NCP satisfies the KKT conditions (2)-(4). Hence,
we only consider the strict complementant{ Let = be a nondegenerate solution of the NCP. Then
by (C.1) in Definition 2.1, we have 22&L (@) — ¢, It follows from (2) that an optimal Lagrange
multiplier of the problem (1) is given by

9¢(z, F(z)) 9¢(z, F(z)) _ 04(z, F(z))
da 0b da '
By assumption, when 2; > 0 and Fi(z) =0, A\; = %%l =0 holds, and when z; = 0 and Fi(z) > 0,
A = %%l > 0 holds. Since z is a nondegenerate solution of the NCP, the strict complementarity
g+ >0 ' ' ‘
holds for all <. : - a

The following theorem says that the functions drg, ¢s and ¢4 satisfy the assumption of the
above theorem.

A=Vf(z)= -+ VF(z)

Theorem 3.2 The functions ¢rag, ¢s and ¢4 satisfy the assumption of Theorem 3.1.
Proof. Let a > 0 and b= 0. Then by (6), (7) and (8), we have

O¢rg(a,0) 1 1.

T oa - “attald=0

8¢S(a’70)
da

aq_s,;a(;z,o) _ (L - 1) (Va? - a) = 0.

|
o
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Next, let @ = 0 and b > 0. Then by (6), (7) and (8), we have

8¢RG(0, b)
- 0¢s(0,b)
‘ da

6¢A8(3’ 0 _ (63 — (Vb2 - b) = [6)3 > 0.

1
= b+ E[—ab]+_b>'0,

()3 >0,

The next corollary follows directly from the above two theorems.

Coroilary 3.1 Let the -problem (1 ) be déﬁned’by either of prg, ¢s and 4. Then, a nondegenerate
solution x of the NCP is a KKT point of the problem (1) satisfying the strict complementarity
condition. o

In the remainder of the section, we consider the second-order optimality conditions for the
problem (1) defined by ¢ri and ¢4. Let frg and f4 denote the merit functions constituted from

¢rc and ¢4, respectively.
Using the two well-known. functions, the implicit Lagrangian [13] and the squared Fischer-

Burmeister function [9], we prove the main theorem of this section. For this purpose, we consider two
functions which relate frg and f4 to the implicit Lagrangian and the squared Fischer-Burmeister
function, respectively. ‘

Lemma 3.1 Let p,q: R" — R be given by

pa) = 3 elF@h
=1

oz) = [F@)IP - [F(z) - aal4 |-

The function p is everywhere twice differentiable and q is twice differentiable at nondegenerate
solutions of the NCP. Moreover, the functions p and q are nonnegative on R’} and the following
inequalities hold at a nondegenerate solution x of the NCP:

(y,Vip(z)y) > 0 forallye T(z),
(y,Viq(z)y) > 0 forallyeT(z),

where T'(x) is given by
T(x):={yeR"|y=0,ie J(x)}.
Proof. By definition, we can easily show that p is nonnegative on R}. To show the nonnegativity

of ¢ on R}, it is sufficient to prove that b —[b— aa]i is nonnegative for any ¢ > 0 and 4. If
b - aa > 0, then : '

2

b2 —[b— aal} 2aab — o’a
2aa(b — aa) + o’a®

0.

v
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Ifb— aa < 0, then b* — [b — aa]} = b?, which is nonnegative. Hence, ¢ is honnegative on R%. The
differentiability of p and ¢ follows directly from the definition. Moreover, since p(z) = ¢(z) = 0 at
a solution « of the NCP, p and ¢ attain their minimum on R7} at z. Hence, the latter part of the
lemma, follows from the second-order necessary optimality conditions for the problems

)

and
min q().

Now by using the above lemma, we give the desired condition.

Theorem 3.3 Suppose a > 1 in ¢Rg. Let x be a nondegenerate solution such that VF(z)(i €
K(z)) and e;(i € J(z)) are linearly independent. Then the following inequalities hold:

(4, Vifra(z)y) > 0 forallyeT(z),y#0,
(9, Vifa(z)y) > 0 forallye T(z),y#0.
Proof. Let M, be the implicit Lagrangian [13] and let frp be the squared Fischer-Burmeister

function [9]. Then, under the given assumptions, V2M,(z) and V2 frp(z) exist and are positive
definite matrices [9, 13]. Since frg and f4 can be expressed as

1
fre(z) = My(z)+ 724(®),
fa®) = fra(z) +p(2),
respectively, the desired inequalities follow from Lemma 3.1. e : O

Note that the assumption that z is nondegenerate is implicitly vchtha,i'ned in the linear inde-
pendence condition, since otherwise there would at least be n + 1 linearly independent vectors in
R". :

4. Bounded level sets

In this section, we consider conditions under which a merit function f defined by a restricted NCP-
function ¢ has bounded level sets. Such a property guarantees that the sequence produced by a
descent method applied to the problem (1) has an accumulation point.

~ The following result appears to be new as far as the constrained minimization reformulatlon of
the NCP are concerned. The proof is similar to [10, Theorem 4.1], which is concerned with the
unconstrained minimization reformulations of the NCP.

Theorem 4.1 Let ¢ be a restricted NCP-function such that
b —>’—c$o or ab — 0o == ¢(a,b) — co.

Suppose that F is monotone and the NCP is strictly feasible, i.e., there ezxists a vector & > 0 with
F(#) > 0. Then the level sets L(c) := {z € R} | f(z) < ¢} are bounded for all ¢ > 0.
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Proof. Assume that there exists an unbounded sequence {z*} C L(c) for some ¢ > 0. Since the
sequence {xf } is nonnegative for all ¢, there exists an index j such that x;“ — 00 on a subsequence.
Let & be a strictly feasible point of the NCP. Since F' is monotone, we have

(@*, F(2)) + (8, F(e*)) < (%, F(aP)) + (3, F(2)). (17)

Since b — —oo implies ¢(a,b) — oo, {F;(zF)} must be bounded below for every i. It follows from
& > 0 and F(%) > 0 that the left-hand side of (17) tends to infinity on a subsequence. Hence,
(z*, F(a:k)) — 00. Thus, there exists an index i such that 2¥F;(z¥) — 0o on a subsequence. Since
d)(a: , F;(z*)) — oo by assumption, we have f(z*) — . This contradicts {z*¥} C L(c). The proof

is complete. O

Next, we show that the functions ¢s and ¢4 satisfy the assumption of Theorem 4.1.
Theorem 4.2 The restricted NCP-functions ¢s and ¢4 satisfy the assumption of Theorem 4.1. :

Proof. Each term of ¢g and ¢, is nonnegative when a 27 0. For either of ¢s and ¢4, the first
term tends to infinity if @ > 0 and ab — oo, while the second term tends to infinity if @« > 0 and
b — —oo. Hence, both functions ¢5 and ¢4 satisfy the assumption of Theorem 4.1. O

Note that ¢re does not satisfy the assumption of Theorem 4.1. In fact, consider the case where
a>ab>0 and b is constant Then we have

¢RG(G'7 b)

1 2 . 272 L2\
b+ —(a* - 2aab b° —
ab + % (a aab+ a a*)
1
= —ab? -

Thus, a — oo implies ab — o0, but does not imply ¢rg(a,b) — co. Moreover, the following
counterexample shows that level sets of the regularized gap function may not be bounded even if F
is monotone and the NCP is strictly feasible. Let n = 1, F(z) =1 and a = 1. Then F is monotone
and the NCP is strictly feasible. However, we ha,ve

L(1):= {a: € Ry

2F(&) + (e - F@)l} - ) <1} = [0,00),

which is unbounded. Note that this example also serves as a counterexample showing that level sets
of the squared Fischer-Burmeister function and the 1mphc1t Lagrangian functlon are not necessarily
bounded under the same conditions. :

The next theorem gives another results on the boundedness of level sets.

Theorem 4.3 Suppose that F is a uniform P-function. Then the levels sets of the merit functwn
constituted by either ¢rg or ¢4 are bounded. -

Proof. It is well known that the squared Flscher Burmeister functlon and the natural residual
function have bounded level sets when F is a uniform P-function [8, 16]. By the definitions of ¢rg
and ¢4, the merit functions constituted by ¢rc and ¢4 dominate the squared Fischer-Burmeister
function and the natural residual function multiplied by a positive constant, respectively. Hence,
the level sets of the merit functlons constituted by ¢4 and @re are also bounded if F is a uniform
P-function. oo : : = . .a
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Table 1: Various merit functions for thé NCP

, KKT point "~ | s.c. | level sets | twice diff.
implicit Lagrangian | strictly regular | no || 1o yes
squared F-B regular | no | no  yes
regularized gap | strictly regular | yes no yes
Solodov’s function | strictly regular.| yes yes no
the proposed function regular yes yes yes

“KKT point” denotes a condition for a KKT point to be a solution of the NCP, “s.c.” denotes the strict
complementarity at a KKT point of the problem (1), “level sets” denotes the boundness of the level sets of
the merit function under the monotonicity of F' and strict feasibility of the NCP, and “twice diff.” denotes
the twice differentiability at a nondegenerate solution. ' ‘ '

5. Concluding remarks

In this paper, we have investiga,ted conditions under which the problem (1) defined by a restricted
NCP-function has favorable properties and examined those properties for three particular restricted
NCP-functions. In Table 1, we summarize the properties of the implicit Lagrangian, the squared
Fischer-Burmeister function (squared F-B) and the merit functions constituted by the three re-
stricted NCP-functions considered in the paper. The table shows that the merit function consti-
tuted by the restricted NCP-function ¢4 proposed in this paper enjoys quite favorable properties
compared with other merit functions. ' ' ‘
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