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ABSTRACT
An efficient algorithm is proposed for finding all so-
lutions of systems of nonlinear equations using lin-
ear programming $(\mathrm{L}\mathrm{P})$ . This algorithm is based on
a simple test (termed the LP test) for nonexistence
of a solution to a system of nonlinear equations in a
given region. In the LP test, the system of nonlin-
ear equations is transformed into an LP problem, to
which the simplex method is applied. Such an LP
problem is obtained by surrounding the nonlinear
functions by rectangles using interval extensions. In
this paper, we introduce the dual simplex method
to the LP test, which makes the average number of
pivotings per region much smaller (less than one, for
example) and makes the algorithm very efficient.

I. INTRODUCTION
Finding all solutions of nonlinear equations is an
important problem which is widely encountered in
science and engineering. In this paper, we consider
the problem of finding all solutions of a system of
$n$ nonlinear equations:

$f_{1}(x_{12,\ldots,n}, xx)$ $=$ $0$

$f_{2}(x1, x2, \ldots, Xn)$ $=$ $0$

(1)
:

$f_{n}(X_{1}, X2, \ldots, X_{n})$ $=$ $0$

contained in a bounded rectangular region (box) $D$

in $R^{n}$ , where $f_{1},$ $f_{2},$
$\ldots,$

$f_{n}$ are real-valued nonlinear
functions. In vector notation the system (1) will be
written as $f(x)=0$.

As a computational method to find all solutions
of nonlinear equations, interval analysis is well-
known, and various algorithms $\mathrm{b}\mathrm{a}s$ed on interval
analysis techniques have been developed. Using the
interval analysis, all solutions of (1) contained in
$D\subset R^{n}$ can be found with mathematical certainty.
However, the computation time of the interval anal-
ysis tends to grow exponentially with the dimension
$n$ .

In order to improve the computational efficiency
of interval analysis, it is necessary to develop a pow-

erful test for nonexistence of a solution to (1) in a
given box so that we can exclude many boxes con-
taining no solution at an early stage of the algo-
rithm $[1]-[3]$ . However, the test which was used in
the conventional interval analysis is not necessarily
a powerful test for excluding boxes.

Recently, a new computational test has been pro-
posed for nonexistence of a solution to the system
of nonlinear equations (1) in a region $X\subseteq D[1]$ .
This test is termed the LP test. The basic idea of
this test is to formulate a linear programming $(\mathrm{L}\mathrm{P})$

problem whose feasible region contains all solutions
in $X$ . Hence, if the feasible region is empty (which
can be easily checked by the simplex method), then
$X$ contains no solution, and we can exclude it from
further consideration. The LP problem is formu-
lated by replacing the component nonlinear func-
tions in (1) with auxiliary variables and linear in-
equalities which are obtained by interval extensions.
This test is much more powerful than the conven-
tional nonexistence test if the system of nonlinear
equations consists of many linear terms and a rel-
atively small number of nonlinear terms. By in-
troducing the LP test to the interval analysis, all
solutions of nonlinear equations can be found very
efficiently.

However, the computational complexity of LP is
generally much larger than that of the conventional
test. Although the test is powerful, the algorithm
does not become efficient if the computational cost
of the test is very large. Therefore, it is impor-
tant to consider not only the powerfulness of the
nonexistence test but also its computational cost
to improve the overall efficiency.

In this paper, we propose an efficient algorithm
for finding all solutions of systems of nonlinear
equations using the dual simplex method. By using
the dual simplex method, the number of pivotings
needed in the LP test becomes much smaller, which
makes the algorithm very efficient.

II. INTERVAL ANALYSIS
In this section, we first summarize the basic proce-
dures of interval analysis.
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Intervals will be denoted by capital letters. An n-
dimensional interval vector with components $X_{i}=$

$[a_{i}, b_{i}](i=1,2, \ldots, n)$ is denoted by

$X=(x1, x2, \ldots, X)nT$ . (2)

Geometrically, $X$ is an $n$-dimensional box.
In interval analysis, the following procedure is

performed recursively, beginning with the initial
box $X=D$ . At each level, we analyze the box $X$ .
If there is no solution of (1) in $X$ , then we exclude
it from further consideration. If there is a unique
solution of (1) in $X$ , then we compute it by some
iterative method. In the field of interval analysis,
computationally verifiable sufficient conditions for
nonexistence, existence and uniqueness of a solution
in $X$ have been developed. If these conditions are
not satisfied and the existence or nonexistence of a
solution in $X$ cannot be checked, then split $X$ in
some appropriately chosen coordinate direction(s)
to form two (or more) new boxes; we then continue
the above procedure with one of these boxes, and
put the other one(s) on a stack for later considera-
tion. Thus, we can find all solutions of (1) contained
in $D\subset R^{n}$ with mathematical certainty.

The nonexistence of a solution in $X$ can be
checked by using interval extensions. If in
$f(x_{1}, x_{2}, \ldots , x_{n})$ the variables $x_{i}$ are replaced by
intervals $X_{i}$ and the arithmetic operations are re-
placed by the corresponding interval operations (for
example, $x_{1}+x_{2}$ is replaced by $X_{1}+X_{2}=[a_{1}+$

$a_{2},$ $b_{1}+b_{2}])$ , then an interval-valued vector function
$F(X)$ is obtained which is called the interval exten-
sion of $f(x)$ . It is known that $F(X)$ contains the
range of $f(x)$ over $X$ . Hence, if

$0\not\in F(X)$ (3)

holds, then there is no solution of (1) in $X$ . This is
the computationally verifiable sufficient condition
for nonexistence of a solution to (1) in $X$ , which is
used as the nonexistence test in conventional inter-
val analysis 1.

However, (3) is not necessarily a powerful test for
excluding boxes. In order to improve the computa-
tional efficiency of interval analysis, it is necessary
to develop a powerful test which can exclude many
boxes containing no solution at an early stage.

In practical problems, the system of nonlinear
equations often consists of many linear terms and
a relatively small number of nonlinear terms. For
such systems, the LP test is much more powerful
than the conventional test (3).

1As another computationally verifiable sufficient condi-
tion for nonexistence of a solution to (1) in $X,$ $K(X)\cap X=\phi$

is known where $K(X)$ is the Krawczyk operator.

Fig. 1 In the LP test, nonllnear $\mathrm{t}_{\mathrm{U}}\mathrm{n}\mathrm{c}\mathrm{t}_{1}\mathrm{o}\mathrm{n}\mathrm{s}$ are
surrounded by rectangles.

III. LP TEST

In this section, we review the LP test proposed in
[1]. Consider a system of $n$ nonlinear equations:

$f(x)^{\triangle}=Pg(x)+Qx-s=0$ (4)

where $x=$ $(x_{1}, x_{2}, \ldots , x_{n})^{T}\in R^{n}$ is a variable vec-
tor, $s=$ $(s_{1}, s_{2}, \ldots , s_{n})^{T}\in R^{n}$ is a constant vec-
tor, $P$ and $Q$ are $n\cross n$ constant matrices, and
$g(x)=[g_{1}(x_{1}), g_{2}(x_{2}), \ldots, g_{n}(Xn)]^{\tau}$ is a continu-
ous nonlinear function with component functions
$g_{i}(x_{i})$ : $R^{1}arrow R^{1}(i=1,2, \ldots , n)$ . Note that the
discussion of this paper is easily extended to more
general cases (e.g., the case where $f(x)$ contains
nonseparable functions of more than one variable).
As for details, see [1].

In the LP test, we first compute the interval ex-
tensions of $g_{i}(x_{i})$ over $[a_{i}, b_{i}](i=1,2, \ldots, n)$ . Let
the interval extension be $[c_{i}, d_{i}]$ . Then, we intro-
duce auxiliary variables $y_{i}$ $(i=1,2, \ldots, n)$ and
put $y_{i}=\mathit{9}i(Xi)$ . If $a_{i}\leq x_{i}\leq b_{i}$ , then $c_{i}\leq y_{i}\leq d_{i}$ .

Now we replace each nonlinear function $g_{i}(Xi)$ in
(4) by the auxiliary variable $y_{i}$ and the linear in-
equality $c_{i}\leq y_{l^{-}}\leq d_{i}$ , and consider the LP problem:

$\max$ (arbitrary constant)

subject to

$Py+Qx-S=0$ (5)

$a_{i}\leq x_{i}\leq b_{i}$ , $i=1,2,$ $\ldots,$
$n$

$c_{i}\leq y_{i}\leq d_{i}$ , $i=1,2,$ $\ldots,$
$n$

where $y=(y_{1}, y_{2}, \ldots,y_{n})^{\tau}\in R^{n}$ . Geometrically,
the inequality constraints in (5) imply that the com-
ponent nonlinear functions $g_{i}(x_{i})$ are surrounded by
rectangles as shown in Fig. 1. Then, we apply the
simplex method to (5).

As is well-known, the simplex method consists of
Phase I and Phase II. In Phase I, we find a basic
feasible solution using artificial variables. In Phase
II, we optimize the objective function starting with
the basic feasible solution obtained by Phase I. If
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there is no feasible solution, then Phase I terminates
with that information.

If the feasible region of (5) is empty, then we can
conclude that there is no solution of (5) in $X$ be-
cause all solutions of (4) which exist in $X$ satisfy the
constraints in (5). This test is called the LP test.
Since there is much good software for the simplex
method, the implementation of the LP test is very
easy. It has been shown that the interval algorithm
using the LP test (which will be called the LP test
algorithm for short) is much more efficient than the
original interval algorithm $[1],[2]$ .

Now let us examine the size of the tableau in
the LP test. In the implementation of the simplex
method to (5), we apply the variable transformation
$\overline{x}_{i}=x_{i}-a_{i}$ and $\overline{y}_{i}=y_{i}-c_{i}$ so that the LP problem
becomes the form with non-negativity constraints:

$\max$ (arbitrary constant)

subject to
$P\overline{y}+Q_{\overline{X}}-\overline{s}=0$

(6)
$\overline{x}_{i}\leq b_{i}-a_{i}$ , $i=1,2,$ $\ldots,$

$n$

$\overline{y}_{i}\leq d_{i}-C_{i}$ , $i=1,2,$ $\ldots,$
$n$

$\overline{x}_{i}\geq 0$ , $\overline{y}_{i}\geq 0$ , $i=1,2,$ $\ldots$ , $n$

where $\overline{x}=(\overline{x}_{1},\overline{x}_{2}, \ldots,\overline{x}n)T\in R^{n}$ and $\overline{y}=(\overline{y}_{1},\overline{y}_{2}$ ,
. . . , $\overline{y}_{n})^{T}\in R^{n}$ . This LP problem has $n$ equality
constraints and $2n$ inequality constraints (exclud-
ing the non-negativity constraints). Introducing
the slack variables $\overline{\lambda}_{i}$ and $\overline{\mu}_{i}(i=1,2, \ldots, n),$ (6) is
transformed into a standard form:

$\max$ (arbitrary constant)

subject to
$P\overline{y}+Q\overline{x}-\overline{S}=0$

$\overline{x}_{i}+\overline{\lambda}_{i}=b_{i}-a_{t}$ , $i=1,2,$ $\ldots,$
$n$

$\overline{y}_{i}+\overline{\mu}_{i}=di^{-}C_{i}$ , $i=1,2,$ $\ldots,$
$n$

$\overline{x}_{i}\geq 0,\overline{y}_{i}\geq 0,\overline{\lambda}_{i}\geq 0,\overline{\mu}_{i}\geq 0$ , $i=1,2,$ $\ldots,$
$n$ .

(7)
In Phase I, we introduce artificial variables to ob-
tain an initial basic feasible solution. Since $b_{i}-a_{i}>$

$0$ and $d_{i}-c_{i}>0$ $(i=1,2, \ldots, n)$ hold, we only
need to introduce $n$ artificial variables for the first $n$

equality constraints. Hence, the size of the tableau
is $(3n+1)\cross(2n+1)$ .

IV. LP TEST USING THE DUAL SIMPLEX
METHOD

In the LP test algorithm, the simplex method is
performed on many regions. If we start the simplex
method always from the beginning of Phase I, then
the total number of pivotings becomes very large
because the simplex method requires many pivot-
ings for large scale problems. In this section, we

$\wedge^{X}$

Fig. 2 The LP test can be performed by the dual
simplex method from the second region.

show that the LP test can be performed very effi-
ciently in a small number of pivotings by using the
dual simplex method.

Consider that we have performed the LP test on
a box $X$ where the feasible region is not empty and
have obtained an optimal (in the sense of Phase I)
feasible tableau for (7). Then, we divide $X$ into
two boxes $X’$ and $X”$ that are adjacent to each
other in the $x_{k}$-direction as shown in Fig. 2. Then,
we perform the LP test for $X’$ and $X”$ . However,
for these boxes, we need not perform the simplex
method from the beginning of Phase I. Instead, we
perform the following procedure.

We first perform the LP test for $X’$ . Let $[C_{k}^{l}, d_{k}’]$

be the interval extension of $g_{k}(x_{k})$ over $[a_{k’ k}’b’]$ .
Note that $c_{k}’\geq c_{k}$ and $d_{k}’\leq d_{k}$ hold. In the LP test,
we introduce auxiliary variables $y_{i}(i=1,2, \ldots,n)$

and consider the LP problem:

$\max$ (arbitrary constant)

subject to

$Py+Qx-s=0$
$a_{i}\leq x_{i}\leq b_{i}$ , $i=1,2,$ $\ldots,n,$ $i\neq k$ (8)
$a_{k}’\leq x_{k}\leq b_{k}’$

$c_{i}\leq y_{i}\leq d_{i}$ , $i=1,2,$ $\ldots,n,$ $i\neq k$

$c_{k}’\leq y_{k}\leq d_{k}’$ .

Applying the variable transformation $\overline{x}_{i}=x_{i}-a_{i}$

$(i\neq k),\tilde{x}_{k}=x_{k}-a_{k}’,\overline{y}_{i}=y_{i}-c_{i}(i\neq k)$ , and
$\tilde{y}_{k}=y_{k}-c_{k}’$ , and introducing the slack variables,
(8) is transformed into a standard form:

$\max$ (arbitrary constant)

subject to
$P\tilde{y}+Q\overline{x}-\tilde{S}=0$

$\overline{x}_{i}+\overline{\lambda}_{i}=b_{i}-a_{i}$ , $i=1,2,$ $\ldots,$ $n,$ $i\neq k$ (9)
$\tilde{x}_{k}+\overline{\lambda}_{k}=b_{k}’-a_{k}’$

$\overline{y}_{i}+\overline{\mu}_{i}=d_{i}-c_{i}$ , $i=1,2,$ $\ldots,$ $n,$ $i\neq k$

$\tilde{y}_{k}+\tilde{\mu}_{k}=d’C’k^{-}k$
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where $\tilde{x}=(\overline{x}_{1}, \ldots,\overline{x}_{k-1k},\tilde{X},\overline{X}_{k+1}, \ldots,\overline{X}n)^{T}\in R^{n}$

and $\tilde{y}=$ $(\overline{y}_{1}, \ldots , \overline{y}_{k-1},\tilde{y}_{k,\overline{y}k+}1, \ldots,\overline{y}_{n})^{\tau}\in R^{n}$ . In
(9), the non-negativity constraints are omitted. No-
tice that the constraints in (9) and those in (7) are
different only in the constant terms.

From the relations $\tilde{x}_{k}=\overline{x}_{k},\tilde{\lambda}_{k}=\overline{\lambda}_{k}-(b_{k}-b_{k}’)$ ,
$\tilde{y}_{k}=\overline{y}_{k}-(c_{k}’-c_{k})$ , and $\tilde{\mu}_{k}=\overline{\mu}_{k}-(d_{k}-d_{k}’)$ , the
dual feasible tableau for (9) is $\mathrm{e}\mathrm{a}s$ily obtained by
modifying the final (optimal in the sense of Phase
I) feasible tableau for (7) a little. For example, if
the optimal feasible tableau for (7) is

Table 1: Computation time $T$ and the average num-
ber of pivotings per region $P$ (Example 1).

$\underline{|\overline{\mu}_{k}}$

then the dual feasible tableau for (9) is

$\underline{|\tilde{\mu}_{k}}$
as $T$ , and the average number of pivotings per re-
gion as $P$ . We used the same initial regions as those
used in [4].

Example 1: We first consider a system of $n$ non-
linear equations:

$g(x_{t})+x_{1}+x_{2}+\ldots+x_{n}-i=0$, $i=1,2,$ $\ldots,$
$n$

where

that differs from the previous tableau only in the
constant column (leftmost column).

Starting from this tableau (that may be feasi-
ble or infeasible), we can perform the dual simplex
method and check the existence of the feasible re-
gion of (9). In general, this dual simplex method
requires only a few pivotings (often no pivoting) per
region. The same procedure is possible also for $X”$ .
Hence, the number of pivotings is substantially de-
creased from the second region.

V. NUMERICAL EXAMPLES

We introduced the LP test using the dual sim-
plex method to the piecewise-linear (PWL) version
of the LP test algorithm proposed in [4] and im-
plemented the new algorithm using the program-
ming language $\mathrm{C}$ on a Sun Ultra Enterprise 3000
$(248\mathrm{M}\mathrm{H}_{\mathrm{Z}})$ . We applied the algorithm to the sys-
tems of PWL equations discussed in the numerical
examples of [4]. In this section, we show the com-
putational results. We will denote the total number
of linear regions as $L$ , the number of solutions ob-
tained by the algorithm as $S$ , the computation time

$g(x_{i})=2.5x_{i}^{32}-10.5X_{i}+11.8x_{i}$

which describes a nonlinear resistive circuit contain-
ing $n$ tunnel diodes [4]. The number of variables is
$n$ , which is changed from $n=10$ to $n=150$. The
nonlinear function $g(x_{i})$ is approximated by a PWL
function with ten segments. Hence, the number of
linear regions $L$ is $10^{10_{-}}10^{150}$ .

Table 1 compares the computation time of the
sign test algorithm in [5], the original LP test al-
gorithm in [4], and the proposed algorithm, where
$\infty$ denotes that it could not be computed in prac-
tical computation time. Table 1 also compares the
average number of pivotings per region of the origi-
nal LP test algorithm and the proposed algorithm.
It is seen that the average number of pivotings per
region is less than one in the proposed algorithm,
which makes the algorithm about $n$ times faster
than the original algorithm.

Example 2: We next consider a system of $n$ non-
linear equations:

$x_{i}- \frac{1}{2n}(\sum_{j=1}^{n}x^{\mathrm{s}}j+i)=0$ , $i=1,2,$ $\ldots,$
$n$ .
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Table 2: Computation time $T$ and the average num-
ber of pivotings per region $P$ (Example 2).

Fig. 3 Transistor circuit 1.

Fig. 4 Transistor circuit 2.

discussed in Example 3 of [4]. The initial region is
$([-2.5,2.5], \ldots, [-2.5,2.5])^{T}$ . The nonlinear func-
tion $x_{j}^{3}$ is approximated by a PWL function with
ten segments. Table 2 shows the result of compu-
tation.

Example 3: We finally consider systems of non-
linear equations which describe the transistor cir-
cuits shown in Figs. 3-5 [4]. These circuits are de-
scribed by systems of 8, 9, 15 (resp.) nonlinear
equations of the form (4). Table 3 shows the result
of computation.

VI. CONCLUSION

In this paper, an efficient algorithm has been pro-
posed for finding all solutions of nonlinear equations
using the dual simplex method. The proposed test
is not only very powerful but also efficient and re-
quires only a few pivotings per region. Therefore,
it will be of great use in practical applications.
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