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OPTIMAL STOPPING GAMES WHERE PLAYERS HAVE
WEIGHTED PRIVILEGE

MINORU SAKAGUCHI* (32w &)

Abstract

A non-zero-sum n-stage game version of a full-information best-choice
problem under ENV maximazation is analysed and solutions are obtained in some
special cases of 2-person and 3-person games. The essential feature contained in this
multistage game is the fact that the players have their own weights by which at each
stage one player’s desired decision is preferred to the opponent’s one by drawing a
lottery.

1. A Two Person Optimal Stopping Game

A non-zero-sum game version of the discrete-time, full-information best-choice
problem under ENV-maximization is considt-zrcd in this section. We first state the
prof;lem as follows:

(1°) There are two players I and ITand a séquence ofniidrv.s. {Xi}i=1
with a common cdf F(x) , 0 < x < Both players observe X i s sequentially one by
one. ‘

(2°) Observing each X ,, bofhplayers select, simultaneously and independently,
either to accept (A) or to reject (R) the X . If I - I choice is A — A, then player I(II)
accépts to receive X . with probability W(we i) “if_ <w'<i,and drops out
from the play thereafter. The player remained continues his One-person game. If

I-II choice is A-R (R-A), then I (II) accepts X ( and drops out and his opponent

continues the remaining one-person game. If I-II choice is R- R, then X ¢ is rejected
and then the players face the next X 4.
(3°) The aim qf each player in the game is to determine his acceptance strategy
under which he maximizes the expected net value (ENV) he obtains.
Define state (x|n) to mean that (1) both players remain in the game, and (2) there

remains n r.)s to be observed and the players currently face the first observation
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X1 =x. Player i’s strategy,i = 1, 2,in state (x| n) is to choose A with probability
(p:(x,n) € [0,1], and R with probability 'q;"(x,n). Evidently ¢ "(x' M= 1, Vx €(0,99
=12 .
Let V, be the value of the game for player i for the n-problem. Then we have
. V=Sl U, )E060n) P m) X P m Pt n)
tU, c?c(X,n) + cl’j(x,") Vo ¢ L.(X, n)?’)‘()(,n)]
( )“—‘- 3~—A:, =127 Tl:l,z; - v;‘ =V;'E 0 )
Here U, _, is the value of the game for the remaining player when his opponent has
already dropped out with n —1 unobserved r.v.s thereafter. The optimal strategy for the
player in this state is evidently to accept (reject) if x 7@U _;» Since the sequence E'U,nls

satisfies the recursion

(i,") Un =EF(vah") ( ﬂ:i,l’...‘, U(_\'EO>

—

Our problem is to find the Nash equilibrium

L3y (V,i , V,',L)—? Nash ?¢ in (ﬁ"(*,n), (e, n))

foreachn={,2....
We hereafter write(wfw"‘} as {w,w ). W consider the problem (1.1)\,(1 3Jas the

optimal stopping game described by the Optimality Equation
i 2 - ; .
(. %) (Vn, Vn ) = (% vt Ma0X)]
R A

i 2z .
K Vn-: P Vn_l uh-l 2 *
A i 1, U, Wi WU, Warwly,
where M (x ) is the bimatrix game which the players face in state ( x | n). and we assume
that M n(%) has a unique equilibriumfor every x satisfying O< [*(x)< |

S

(1.5) Ma(9)=

The problems we consider in this paper belong to a class of best-choice problems
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combined with sequential games. Recent works related to this area of problems are
finns and Ferenstein (1,27, Mazalov [ 4] and Sakaguchi [5,7,8]. A very
important and now classical literature in full-information best-choice problems is Gilbert

and Mosteller [3] Also a recent look for the opt imal stoppmg games in various phases
can be found in Sakaguchi [ 6 ].

2. Two Special Cases in Two- o-Person Games.

2.1 _The case where > FHO)=x(t< 12]5;;(:1‘\5 =L
We prove -

Theorem 1, The solution to OSG descrived by Optimality Equation (1.4)-(1.5), for

———

Pl

F(x)=x (psx<)ind w=L | o T
( Lf %:I)___ =7, 153s follows. The common eauilibrium strateov for,
both playeris. instate (x| n) i
—_— . 9
Choose R ' . .
._______.— 1 ,
’ if 0S x < Vn

Randomize R and A with probability

)

Zah—i . n
BT Jor A. A <\< Upei
Choose A ™7 1 ,
l L'] )< XS [

where z_ \—'7 KU _V\md the _cquilibrium_values_are. (V Vi ), \wa
sequences {U Tond iV, lare given by the recursions U "L(ITU )(n?.] U:Q\nd
(2‘4_‘,) V“Z(\”go Z)(U N 4. A=y FN\ =0T —
= 4 - )‘\’UV’*‘ 4_(1'-(.})(“"3‘))
(P=)2. SUp=Vp=10)

The scq.ucnccs satisty 0<WA<U, <1 ’(»\El)la_gd_vn fMlasnsro,
Numerical vidues of Vi, n=1(1)i2, are given in Table | sf Section &.
By using these iulues the common equilibrium strategy for the cqual~ weight game In
state (x|n) n=i(i)12are shown by Figure I 'WSI'he shaded region means that the player
size the two decision R and A as mentioned in Thorem 1.

here should randc:
3. A Threeerson Opumal Stoppmo Game.

The analysis made in the previous two sections can be extended to three-person games.

We state the problem in correspondence to (l"’) ~(3°) in Section 1, as follows ¢

(1+) There are three persons I,I1,and I11. These players have their weights w; , W, and w, ,

respectively. LetlZwW,Zw,ZW; 20, w, +w, +w3 =1, and \k ) =W /(w1.w- ), C%J-
(75 If three-players choice is A-A-A, then player I (11,111) accepts X, with probability

;) and drops out from the play thereafter. The two players rem’uned continue

(wz w
If three players’ choice is R-A-

thelr two-person game with their ‘4evised hew weights.
A, then 1I (I11) accepts X with probability Wz, 3) (w @ L)) dropping out grom the game,
and the remaining players HI (1I) and [ continue their t\\ o person game w ith their revised
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new weithts. If three-players choice is R-R-A,then Il accepts X; and drops out and
his o;i'ponems I and [ continue the remaining two-person game. [f players’ choice-
triple is R-R-R, then X is rejected and the players face the ne.\‘tXéﬂ. In cases of other
four choice-triples A-R-A, A-A-R,R-A-R. and A-R-R, the game is played similarly as
mentioned above.

(31_-). The aim of cach playeris the same as in (39.

‘4. 1‘ The case where F(,\)_ X (Of—_-.x_ﬁ_ \ ) and Wiz =W =i
Let W (V) be the value of the game for each player in the equal-weight 3-
person (2-person ), n-problem. The detail about EV“} is already given by
Theorem 1 in Section 2.
Considering symmetry in the role of three playe.rs,' Eq. (3.1) in state (x| n)

becomes

G Moy S
WM

(m)

Hn,R (x)

where M, 2(\)_—; "\.A(x)

”Z

N

A

(1){ R W, W, W v i€, vl
A X, \2 20V, Hx+y), V

and Mn A(X):::.

]l Vv x| v 4w den]
ALEV), T, () | Sheal), Sxnn) 30

3

<

2

R ' A

-

~

In these two matrices the subscripts n—1 in W and V are omitted for simplicity.
The Qptimality Equation is
(4.2) (Wn, Wa, Wn)=E_ [{:6. vl Ma(X)]  (n2,Up=0)
provided that eq. val. M., (x) exists uniquely for ¥ x. See Remark 2 in Section 5.
As our common sense suggests we assume that 0 <Wp< V, <1. Then it is
easily found from Mn, R (x) and M, A(\) that R-R-R ( A-A-A) choice~triple is the
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pure- strategy equilibrium if x < Wy_ (\) VH) Wwe prove

Theorem 3. The solution to OSG described by Optimality Equation (4.1)-(<.2)
for F(x)=x (Oéiil) and \\;:\\:,_:\\é.—_—_\]g-is as follows. The common_equilibrium
strategy for each player. is. in state (x [ n),
Choose R f osxc< Wi,

T ——————
—?’—-[l— \/U %, D 3*?’:;-4)}
2 21-2 - F(Z-r%,_l) forA, ifw <\<V -
Choose A : if Vn-{<‘(31

wherez —6<—-W )/(V — W, _), and the common eq. value is W,,

The I'he sequences { \% 7J and {Wn }are determined by the recursions

@DV =2(1-Leg 2) (U7 )+ UV+%.;{1_-U7(I' +t3U )

and

@9) Wy = H(T=W)"+ TW+ 5 (I-V)(1+5V)
= 4V67") —T-W RV +RW )

where

| /o Yy
="z (=706
l“~jo Adz =2 50 e 4z

S -Zxomsr =o0b084

_(Subscri]gts n-—1 in V and W are ommited in ther.h.s. “(_r_\ (4 q))
Moreover 0<W < V,,<'1 (Vn > 1)?_“9_\)‘/7{? lasn—>co,

4, 3 The case where F(x)==x (0sx< }) and {w w,>~ {1, 0,05,

Smce w, =W, =0, player I can behave as if he has no nval and can get the reward
Uyp , which is determined by the recursion (1.2). Let Wn be the wea]}::_ players’
common eq. value in three-person /, 6, g > -weight game for n-problem. Vn and V,,

are the same as in Subsection 4.2. |
Now we consider the 1I-1II behavior in state (X | n), where 0€x< U, Eq.(3.1)

S (RN
Rb "R
(+.14) M, (x) = A</I/1\
b .
)’ Mn}/\(l‘)

becomes
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where @) : —

— R /* -
=)

bY

Al Uox, T, Jz‘(”V),Jz'(l@

| U W, W UV, x

and _ T .
M . (X) ——[_ (.\", th—:.\/E ), for 4 choice-pair by 11-111 -)

n . - . . 3 .. ,
Here the subsc;i?)ls n—Iin UW, Vand Vrf‘ in the matrices are omitted for simplicity.

We prove

Theorerh 5. The solution to our 3-person OSG, when F(x)=x and <Wi, W, w 3> —
{1,0,0) is as follows. In_state (x [ n). player I chooses R(A) if x<(>)U,_, .
Players II and [II behave as mentioned in (4.16), if0=x<U n_,and follow the common_
eq.strategy in the two-person equal-weight game for (n —1)-problem, if U, _<x <L
The eq.payoffs are (U, ,W,,) W,), where { W, iis determined by the recursion

M W =2(1-Rg2) (VW) + W+ 05 20v-377) +)~U)VE

| . . C n2l s wo=w,=0)
where the sequences {VhE} and iv,,} are determined by the recurences (4.11) and
(2.6), respectively.
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